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ABSTRACT

Pan-Tilt-Zoom (PTZ) camera networks are pervasive in many
applications, such as video surveillance, sports analysis and
epidemic prevention. However, it is difficult to control sev-
eral PTZ cameras observing a large scene due to the high
complexity of PTZ camera networks. This problem, called
the coverage control for PTZ cameras, draws broad attention
of researchers. Virtual potential field (VPF) can enhance the
coverage performance and reduce the overlap region of cam-
eras, but it does not fully take the actual scenario into account.
In this work, we introduce scene potential map (SPM) to the
VPF method, investigating both the scene and the task in the
optimization. The proposed scene potential map character-
izes the importance of target region and evaluates the percep-
tion quality of PTZ camera. Then we propose a novel virtual
force analysis method to optimalize poses of the PTZ camera
network. We also develop a region partition method based
on the perception quality measure to divide the target region
and achieve better zoom level, realizing an excellent coverage
performance of PTZ camera networks. Finally, the evaluation
experiments clearly demonstrated that our proposed coverage
control scheme can achieve remarkably better performance
than state-of-the-arts.

Index Terms— Coverage control, PTZ camera network,
Virtual potential field, Quality measure

1. INTRODUCTION

With decreasing hardware and setup costs, cameras have been
used more than ever in many applications, such as situational
awareness, security and surveillance. However, single camera
is unable to monitor large scene due to the finite field of view
(FoV). Pan-Tilt-Zoom (PTZ) camera networks deliver a big-
ger sight with controllable configuration, which attract people
interests. However, increasing camera network size and vast
amount of collected data make the coverage control of PTZ
camera network be extremely difficult for human operation.
Thus the coverage control in PTZ camera networks received a
large amount of attention over the last several years [1,2]. The
aim of coverage control for PTZ camera networks, also called
as dynamic reconfiguration in the PTZ camera network [3],

is to design an efficient control strategy to manipulate mul-
tiple cameras from initial poses to the desired one. An ideal
coverage control method should eliminate the observing over-
lapping regions and coverage holes, achieving the entire cov-
erage for a large region of interest.

Some early works treated dynamic reconfiguration in PTZ
camera networks as the well-known art gallery problem [4],
which has been proven to be NP-hard even under some simple
circumstances. To mitigate this complexity, many gradient-
based [5–7] and virtual potential field (VPF) -based algo-
rithms [8–10] have been proposed to control PTZ cameras
toward a local optimal deployment. A widely used class of
gradient-based methods are to first assign each point to the
closest camera, which generates the voronoi partition [11,12],
and then controls cameras to the optimal configuration by
solving a locational optimization problem [13]. However,
PTZ cameras do not follow the law that the perception quality
is generally modelled inversely proportional to the distance
between the sampling point and the camera. Their percep-
tion quality measure relies on the relative pose between PTZ
cameras and sampling points as well as the intrinsic parame-
ters of PTZ cameras (e.g. image resolution and lens distor-
tion) [6, 13]. The VPF is also widely used to address the
issue of coverage enhancement. Tao et al. [14] translated
the coverage-enhancing problem into a uniform distribution
problem of centroid points by introducing the concept of cov-
erage area ”centroid”. Ma et al. [8] and Li et al. [9] pro-
posed a 3D PTZ camera coverage-control model and a VPF
based coverage-enhancing scheme respectively, which result
is closer to that of real-world. Ma and Kang [10] proposed
a multi-detecting point based on virtual force-directed parti-
cle swarm optimization (MDPVF-PSO), where the particles
are updated not only according to optimal solutions of pop-
ulation and individual, but also virtual force from neighbor-
ing sensors and multi-detecting points. Although the above
methods can eliminate the observing overlapping regions by
the repulsive interaction between virtural particles, they can-
not find where the optimal coverage solution is reached due
to lack of perception quality measure.

In this work, we introduce a perception quality measure
into VPF methods and propose a novel virtual force analysis
method based perception quality distribution, achieving the



Fig. 1. The virtual force analysis method based on scene po-
tential map.

optimal configuration of camera parameters (e.g. pan angle,
tilt angle, zoom value) to cover the entire region of interests
by the PTZ camera network. In our solution, the environ-
ment is represented by a discrete point map. First of all, we
generate the scene potential map of each camera involving the
target region information (e.g. region size, obstacles, building
locations and heights) as well as the locations and orientations
of PTZ cameras. Then we treat coverage area centroids of
PTZ cameras as virtual charged particles. The virtual charged
particles are subject to virtual gravity from the scene potential
map and reputive force from other neighbor particles. These
forces push each particle moving toward the position where
perception quality is higher and the overlap regions between
cameras are smaller. When all particles stop moving, each
particle goes into a stable state. This step aims to maximize
the coverage performance of target region and, meanwhile,
improves the perception quality of the PTZ camera network.
More specifically, we propose a novel perception quality mea-
sure for 3D PTZ camera model and a new region partition
method based on perception quality measure to assign each
point to the most acceptable camera. The above is shown in
Fig. 1. Since our approach uses the centralized coverage con-
trol, the computation is only executed in the powerful sink
node. Thus, each PTZ camera only needs to report its ini-
tial position and orientation, and receives the adjusted sensing
orientation. As a result, our algorithm does not impose high
communication and computation overheads as required by the
other existing schemes. In summary, this work has three main
contributions:

• A novel scene potential map generation method for
each camera is presented to establish the relationship
between the perception quality of PTZ cameras and the
target region.

• A new virtual force analysis method based on scene po-
tential map is developed to optimize camera coverage
area centroids which are treat as virtual particles.

• A region partition method based on perception quality
measure is designed to assign each point to the most
acceptable camera. Then we can compute the best con-
figuration of the PTZ camera network from these parti-
tions.

2. PROBLEM FORMULATION AND
EFFECTIVENESS EVALUATION OF PTZ CAMERAS

2.1. Problem formulation

To make the coverage enhancement problem for PTZ camera
networks tractable, we first make the following assumptions.

(1) The target scene of the network is simplified as a 2D plane
(i.e., z = 0).

(2) The location of each camera is fixed. And the center node
knows each PTZ camera’s location, internal parameters,
and external parameters, which is necessary for comput-
ing the best pose of each camera with respect to the center
node.

(3) The PTZ camera network can achieve complete coverage
of the target area, ensuring the existence of feasible solu-
tions.

Then, we can formulate the coverage control problem for
PTZ camera networks as follows:

Let W ⊂ R2 with buildings (or obstacles) Bi =
(Xi, Yi, Zi, li, wi, hi), i = {1, 2, 3, ...,M}, which is covered
by a group of PTZ cameras S = {S1, S2, ..., Sn}, Sj =
{Xj , Yj , Zj}. The position {X,Y, Z} is the 3D point and the
{l, w, h} is expressed in the form of length, width,and height
of each building (or obstacle). The goal of the coverage con-
trol is to find the optimal external parameter set of cameras
Θ̂ = {θ̂, φ̂, ˆzoom} from candidates of the external parameter
space Θ, which maximize the coverage rate of the monitored
region. Θ is expressed in the form of pan (θ), tilt (φ) and
zoom value (zoom).

2.2. Effectiveness Evaluation of PTZ Cameras

Ineffective and low-quality cameras heighten the computa-
tional complexity while increasing the coverage redundancy.
In order to minimize the influence of redundant cameras, we
design an effectiveness evaluation method to measure effec-
tiveness of PTZ cameras. The impact factors of PTZ cam-
era effectiveness contain the maximal cover rate, the average
projection angle, and the unique cover rate. The effectiveness
evaluation of PTZ cameras is defined as

g =
p · cos(γ)

1− ω
p ≥ 0, 0 ≤ ω ≤ 1, 0 ≤ γ ≤ 1 (1)

where p = s/S denotes the maximal cover rate, γ =∑n
i=1<

−→v ,−→cpi>
n denotes the average projection angle, and ω =



s′/S denotes the unique cover rate. More specifically, p de-
notes the ratio of the maximal coverage area s and the total
observing area S, γ is the average angle between the perpen-
dicular vector−→v of surface and n lines−→cp between the camera
center and n observing points. And ω is the ratio between the
unique coverage area s′ and the total ovserving area S.

Note that effectiveness evaluation of PTZ cameras is first
step to address observation area coverage problems. Also,
better quality of cameras is more beneficial for subsequent
optimization.

3. COVERAGE CONTROL SCHEME BASED ON
VIRTUAL POTENTIAL FIELD

According to potential field theory, each centroid can be
treated as a virtual charged particle. However how to intro-
duce perception quality into the potential field is a difficult
problem. To this end, we introduce the concept of the scene
potential map where virtual particles are subject to the force
that push them to positions with higher perception quality.
The force of scene potential map is called as the virtual grav-
ity. Based on scene potential map, we propose a novel virtual
force analysis method to address the coverage control prob-
lem. We first compute the pan angle and tilt angle of each
PTZ camera by the final position of virtual particles. Then
we involve the region partition method based on perception
quality measure to divide the region, which helps us to com-
pute the acceptable zoom value of each camera. Details of
our method is described as follows.

3.1. Scene potential map generation

The proposed scene potential map (SPM) describes the dis-
tribution that contains both target region importance infor-
mation and perception quality of single camera. Since the
camera location is different, every camera has a unique scene
potential map. As we know, targets of most observation tasks
are often far away from buildings (or obstacles) and the edges
of the scene. That is, the observation importance of the region
far from the edge and buildings(or obstacles) is greater than
that of the areas close to the edge and buildings (or obstacles).
Besides, perception quality of PTZ cameras is relevant to the
distance between the camera location and the target point. So
we generate the scene potential map by:

mi(P ) = { −
distance(P )
‖P−Ci‖2

P ∈ Di

0 P /∈ Di

(2)

where P is the sampling point of the target scene 2D plane,Ci

indicates the location of the i-th camera (i ∈ {1, 2, 3, ..., n}),
and distance(P ) indicates the distance between the current
point and the nearest ”zero-potential point”. Di denotes the
point set where the i-th camera can observe every point. To
avoid getting trapped in local optima, every map is processed
by Gaussian low-pass filtering.

3.2. Virtual force analysis method based on scene poten-
tial map

We treat the coverage area centroid of PTZ camera as a vir-
tual charged particle. The simple force laws are defined as
follows:

(1) Any particle is subject to the virtual gravity from the
scene potential map. The particle under gravity will move
to the region with greater scene potential energy.

(2) The repulsive force exists among multiple neighboring
centroid points. The repulsive force pushes the particle
far away from other particles.

Considering that the centroid represents the coverage area of
PTZ camera, the gravity of every particle is the sum of all
values of the scene potential map within Ωi = {P |‖P −
Cidi‖2 < rc}, where Cidi is the centroid. The virtual gravity
is defined as follows:

Fgi =
∑
P∈Ωi

mi(P ) i ∈ {1, 2, 3, ..., N} (3)

The direction of Fgi points to the point, with the minimal
value, of scene potential map.

The repulsive force between particles is defined as:

Fqi =
∑
j∈Ni

k
Qi ·Qj

d2
ij

i ∈ {1, 2, ..., N} (4)

where dij indicates the distance between the two particles and
k is the experience coefficient. Q represents the charge of
particle. The greater the charge, the smaller the overlap area
between the cameras. Ni is the neighboring set of the i-th
camera within radius rc. The direction of Fqi follows the par-
allelogram guideline.

Next, we introduce the virtual force analysis method. First
of all, the initial camera orientation is randomly set and virtual
particals are randomly distributed in the target scene. Then we
compute the total force on every particleFi = r1·Fgi+r2·Fqi.
The direction of total force Fi is decided by the direction of
gavity and repultive force. Next we update the position of
every particle to new position (xi + Fix, yi + Fiy) in the next
iteration. Fix is the component of Fi on the x-axis and Fiy

is that on the y-axis. The virtual force analysis method stops
when the number of iterations exceeds the preset value or the
total force of every particle is smaller than the threshold.

After the final position of centroid is obtained, we can
compute the pan angle θ and the tilt angle φ of every camera
by:

θ = {
arctan( yi

xi
) · 180/π + 90 xi > 0

arctan( yi
xi

) · 180/π + 270 xi < 0
(5)

φ = 90− arcsin(

√
x2
i + y2

i

‖Cidi − Ci‖2
) · 180/π (6)



where (xi, yi) denotes the point in the projection plane, Cidi

and Ci denote 3D positions of the centroid and the camera
center, respectively. The initial oriention of the pan angle of
PTZ camera is consistent with the negative y-axis.

3.3. Region partition method based on perception quality
measure

The region partition method aims to search the finest coverage
area of every area. Eqn. 2 roughly characterizes the percep-
tion quality of PTZ cameras. We further introduce accurate
perception quality measure for region partition method. We
extend the 2D camera perception quality measure proposed
by Arslan [13] to that for 3D cameras. The 3D perception
quality measure is a multiplicative combination of perspec-
tive and resolution quality measures as follows.

Perspective Quality: Visual perception quality is known
to usually deteriorate away from the optical axis of a camera
in the boundary of its field of view due to increased lens dis-
tortion, incomplete and nonpersistent visual data [15]. Arslan
et al. [13] only considered the effort of the angle of view in
horizontal axis. And, we propose a novel perspective quality
for the 3D camera model:

qt =
(cos(αp)− cos(αp0))(cos(αt)− cos(αt0))

(1− cos(αp0))(1− cos(αt0))
(7)

where αp and αt are the horizontal and vertical angles be-
tween the center line of sight and the ray of the target point,
respectively. αp0 and αt0 are the maximal horizontal and ver-
tical angle of the view of field, respectively.

Resolution Quality: Similar to the resolution Quality
proposed by Arslan, our resolution quality is expressed by:

qr = e(− (d−D)2

2σ2
) (8)

where σ = D
3 , and d represents the distance between the tar-

get point and the camera. D = (zoom·f)/Wccd is the camera
working distance, which represents the distance between the
object and the camera when the camera clearly observes the
target region. f is the focal length, Wccd is the width of the
camera charge coupled device (CCD), and zoom is the level
of Zooming. The perception quality measure is expressed as
q = qt · qr

The region partition method utilizes the perception qual-
ity measure to assign points of the target region to the finest
camera. The rule is as follows.

Vi = {P ∈ Di|qi(P ) ≥ qj(P ),∀j 6= i} (9)

After obtaining the region partions, we try to further find
the best zoom value that can improve the resolution of the
coverage area. We first set the zoom values of all cameras to
maximum. If all target points of the partion are in its camera’s
sight, the estimated zoom level will be the best zoom value.
Otherwise, the zoom value minuses one. If the zoom value
reaches the minimum, the iteration stops.

Table 1. The settings of the simulation scene

Information Value Information Value

Scene size 100× 100m2 Iteration 50
Camera number 20 Building number 3
Camera height 10m Building height 20m

FoV 60◦ Building Ratio [0.03, 0.1]

4. EXPERIMENTAL SIMULATIONS

In this section, we provide numerical evidences demon-
strating the effectiveness of the proposed coverage control
schemes. We implemented our methods in Matlab R2018a
and simulated the scene with parameter settings shown in
Table 1. Note that ”Building Ratio” in Tab. 1 denotes ra-
tio range between building size and scene size and the area
of simulation scene is 100 × 100m2. Camera positions are
randomly generated, where intial pan angles and tilt angles
of cameras are all (0◦, 90◦) respectively, which means that
the horizontal orientation is parallel to the positive y-axis and
the vertical orientation points to the ground. All cameras are
simplified to conic view models. We compare our method
with two competing methods: distributed coverage control
scheme (DCCS) [3] and coverage-enhancing based on virtual
force analysis (VFA-ACE) [8]. The former is a state-of-the-
art gradient-based algorithm for 3D camera model. The latter
is the classic method for 3D model in the VPF field. For these
two methods, we adopt the same parameters as suggested in
their papers.

Fig. 2. Coverage performance and ovelap performance with
different camera positions.

Coverage Performance and Overlap Performance. We
first compare the coverage performance and overlap perfor-
mance within the observation regions of three methods (see
Fig. 2). It can be seen from Fig.2 that our method achieves
higher coverage ratio and lower overlap ratio in comparison
with the other methods. These results demonstrate that in-
troducing the scene potential map can increase the coverage
ratio and reduce the overlap ratio. Because cameras’ initial



orientation is vertically downward and the gradient generated
after each iteration is close to 0, the gradient-based method
usually leads to failure. So results of the DCCS is close to
initial results.

Coverage Control with buildings. We demonstrate the
validity of three methods in irregular-shape regions with
buildings (or obstacles) (see Fig.3). According to Fig.3,
our method also keeps valid in irregular-shape regions with
buildings (or obstacles) and helps the improvement of cover-
age performance and decreases of overlap performance. The
mean coverage ratio in Fig. 3 is lower than that in Fig. 2,
which means that it is difficult to find the optimal camera net-
work configuration in irregular-shape regions with buildings
(or obstacles).

Fig. 3. The results of coverage control in irregular regions
with buildings (or obstacles).

Coverage control with concentrated event distribu-
tion. In reality, we commonly control the PTZ camera net-
work to cover some important regions such as exits, cross-
roads, sites of accident and so on. So we simulate the scenes
using a Gaussian mixture distrubution determined by means
{µi|i = 1, 2, ...,K} and variances {σ2

i |i = 1, 2, ...,K} as

φ(x) =
1

K

K∑
i=1

1√
2πσi

exp

(
− (x− µi)

T
(x− µi)

2σ2
i

)
(10)

where K = 1, σ = 10, and µ is generated randomly. Exper-
imental results are shown in Tab 2. ”Coverage Number” in
Tab. 2 represents coverage frequencies of the regions in 20
groups scene data. The coverage ratio and coverage number
for important regions of our method are higher than that of
other methods and the overlap ratio of our method is close
to the VFA-ACE. Therefore, our method can get a better bal-
ance between coverage performance and coverage for impor-
tant regions. Comparing the results of our method with VFA-
ACE, we find that our method has a better coverage perfor-
mance for focal regions, which clearly verifies the effective-
ness of the our proposed scene potential map.

Visual results of different methods in simulation envi-
ronments: We reveal the visual results in simulation envi-
ronments by VFA-ACE method and our method. To this end,
We construct four simulation scenes: two simulation scenes

Table 2. The results of coverage control with concentrated
event distribution

Method Coverage Ratio Overlap Ratio Coverage Number

Initial 17.63% 1.23% 1
Ours 84.42% 42.16% 18

DCCS [3] 37.44% 8.96% 5
VFA-ACE [8] 77.72% 37.42% 15

with buildings (or obstacles) and two simulation scenes with
concentrated event distributions, as shown in Fig.4. The VFA-
ACE method considers only the view interval between cam-
eras, leading to worse results whichever the simulation sce-
narios. Our method pushes the viewpoints of the PTZ cam-
eras to move away from buildings (or abstacles) and secne
edges (see Fig 4(a3, b3)). Also, in scenes with concentrated
event distributions our method updates the viewpoints of PTZ
cameras to the positions close to the event centers (see Fig
4(c3,d3)). The experimental results show that our method can
realize a fine balance between coverage performance and dif-
ferent coverage tasks.

5. CONCLUSION

We propose a novel virtual force analysis method for PTZ
camera networks based on scene potential map, giving rise
to a fine balance bewteen the coverage performance of PTZ
camera networks and targets of different tasks. Firstly, we
construct a scene potential map containing both the scene in-
formation and the event information. Then we design a new
virtual force analysis method, in which viewpoints of PTZ
cameras are treated as virtual charged particles that are prone
to moving to more important regions. Furthermore we de-
velop a region partition method based on perception qual-
ity measure, thereby resulting in better region partitions and
zoom values. Finally, we demonstrate superior performance
of our method in different simulation scenes. One limitation
of this work is that we have not considered the situation that
PTZ camera network may not cover the entire scene, and this
issue will be the topic of our follow-up works.
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Fig. 4. Visual results of different methods in simulation environments. (a) and (b) represent scenes with buildings. (c) and (d)
represent scenes with concentrated event distributions. (1) is the initial configuration of the PTZ camera network. (2) is the final
configuration of the PTZ camera network by VFA-ACE [8] and (3) is that by our method. ”*” is the representative of a camera
position and ”x” is the representative of a camera viewpoint. The shadow area represents the concentrated event distribution
and the black blocks represent the buidings (or obstacles).
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