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3D scene graph prediction from point clouds
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Abstract Background In this study, we propose a novel 3D scene graph prediction approach for scene

understanding from point clouds. Methods It can automatically organize the entities of a scene in a

graph, where objects are nodes and their relationships are modeled as edges. More specifically, we employ

the DGCNN to capture the features of objects and their relationships in the scene. A Graph Attention

Network (GAT) is introduced to exploit latent features obtained from the initial estimation to further refine

the object arrangement in the graph structure. A one loss function modified from cross entropy with a

variable weight is proposed to solve the multi-category problem in the prediction of object and predicate.

Results Experiments reveal that the proposed approach performs favorably against the state-of-the-art

methods in terms of predicate classification and relationship prediction and achieves comparable

performance on object classification prediction. Conclusions The 3D scene graph prediction approach

can form an abstract description of the scene space from point clouds.

Keywords Scene understanding; 3D scene graph; Point cloud; DGCNN; GAT

1 Introduction

Scene understanding is a vital research topic as it is the core of many emerging technologies, spanning a

wide field of application scenarios from self-driving cars to augmented and virtual reality. Owing to the

availability of high-accuracy 3D modeling algorithms, such as simultaneous localization and mapping

(SLAM)[1], structure from motion (SfM)[2], and multi-view stereo (MVS)[3], the computer vision community

is experiencing a growing interest in scene understanding from 3D point clouds.

Unlike image-based scene understanding represented by semantic segmentation[4], 3D models preserve

the complete 3D spatial layout and fine-grained geometry details of the scene, providing richer information

for scene understanding. Owing to the irregular format, however, the extraction of local features from a

point cloud is challenging. In previous studies, the point cloud was converted to volumetric grids by

quantization[5, 6]. This method can easily train the convolutional network, but increase the computational
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complexity. In several recent studies[7‒9], the direct processing of point sets without converting them to other

formats has been proposed. PointNet[7] is the pioneering effort that aggregates all learned individual point

features into a global point cloud signature. However, to maintain the permutation invariance, PointNet[7]

and its extension[8] cannot obtain local features because they treat points independently at the local scale.

Wang et al. proposed the Dynamic Graph Convolutional Neural Network (DGCNN), which captures local

geometric structure while maintaining permutation invariance and shows efficient performance in many

3D understanding applications including object classification and semantic segmentation[9].

To gain a comprehensive understanding of the objects and their relationships, the use of a concise and

clear presentation method for organizing information is necessary. Scene graphs are popular computer

graphics models for describing and arranging representations of complex scenes. Typically, in a scene

graph, the nodes represent scene entities, and the edges represent relationships between two nodes. In

computer vision, 2D scene graph has been widely used to abstract the content of 2D images[10,11]. Recently,

3D scene graphs that describe 3D scenes have gained more popularity[12,13].

In this work, we propose a deep learning system to build a 3D scene graph from a point cloud. More

specifically, given a class-agnostic 3D point cloud with instance segmentation, we construct a 3D scene

graph, where nodes are abstract scene components and edges represent their relationships. In contrast to

previous 3D scene graph methods, we exploit the standard DGCNN[9] to learn an initial estimation of the nodes

and edges of the graph. Unlike in previous studies in which a Graph Convolutional Network (GCN) [14] was

employed to process the acquired information, we employ a Graph Attention Network (GAT) [15] and

introduce the attention mechanism in the network to predict the final scene graph. Extensive experiments

are conducted on the 3DSSG dataset[13], and the experimental results show that our method can

significantly improve the performance in object classification and relationship prediction.

The contributions of our proposed method can be summarized as follows:

(1) We propose a novel network that predicts a 3D scene graph from a 3D point cloud, where objects in

the scene are abstracted as nodes and their relationships are modeled as edges.

(2) We propose a one loss function modified from cross entropy with a variable weight to solve the

multi-category problem in the prediction of object and predicate.

The remainder of this paper is organized as follows. In Section 2, we review the advances in 3D scene

understanding research. In Section 3, a deep learning method for building the 3D scene graph is proposed.

In Section 4, the validity of the proposed method is verified through experiments. Finally, in Section 5, we

summarize this work and discuss its further development.

2 Related work

2.1 Scene understanding

Scene understanding significantly impacts various applications to perceive, analyze, and interpret visual

scenes. Initial work[16] was motivated by human visual perception of natural scenes and understanding of

high-level scene structures. Owing to the development of deep learning, we have witnessed the success of

applying the deep learning framework to scene understanding.

In the past decade, numerous studies on scene understanding based on 2D images have been conducted,

including semantic segmentation[4], object detection[17,18], and monocular depth estimation[19‒21], in which

data-driven feature representations learned by deep neural networks have been shown to perform

effectively for describing visual data.

With the improvement in hardware performance and the expansion of deep learning networks, the data
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for scene understanding are also extended to RGB-D[22,23] and point cloud structures[7‒9]. Intuitively, it is

highly challenging to handle the irregularity of point clouds directly. This approach was pioneered in

PointNet[7], which operates on each point independently and then applies a symmetric function to

accumulate features to achieve the invariance of point arrangement. The extension, PointNet++[8], considers

the neighborhoods of points instead of operating on each independently, utilizing local features and

improving the performance of the basic model. The DGCNN[9] is one of the promising extensions of

PointNet[7], and it presents a novel operation, EdgeConv, to better capture local geometric features of point

clouds while maintaining permutation invariance.

2.2 Scene graph

An essential task of scene understanding is to describe objects and their relationships, which are very

suitable for the organization of a graph structure. The objects appearing in the scene are displayed as nodes

and their relationships constitute edges in the scene graph, which contributes to scene understanding and

interpretable reasoning. The scene graph can be widely used in computer vision and computer graphics

tasks. Commonly, a preestablished scene graph is used to describe the scene structure[24‒26], and the scene

understanding relies on the calculation of the similarity between the actual image and the pictorial graph.

The scene graph has been chiefly used to abstract the content of 2D images as a sparse representation of

image semantic information, where nodes represent entities in the image and edges represent their

relationships. Further, 2D scene graphs have been widely used in various applications, including image

retrieval[27], visual question-answering[28], and scene parsing[29,30].

Recently, 3D graph prediction methods have attracted considerable attention to scene understanding

owing to the application prospects in robotics and computer vision. Armeni et al. innovatively proposed a

hierarchical 3D scene graph structure that represents semantics, 3D space, and camera, where elements

with certain attributes are nodes in the graph and edges are formed between them to denote relationships[31].

Rosinol et al. presented DSGs, extending this notion to represent dynamic scenes. Although this hierarchical

structure contains richer information, the types of nodes are changeable, and the corresponding edges have

more complex descriptions[32]. Another type of method[13,33] abandons multiple levels and only includes objects

as nodes. This consistent data structure is more effective in describing a single indoor scene.

3 Method

In this section, we first explain the problem formally and then give a detailed description of our 3D scene

graph system. As illustrated in Figure 1, based on the method presented by Wald et al. [13], the proposed

system consists of two stages: the initial scene graph construction stage and the scene graph refinement

stage. Two separate backbone networks are employed in the initial construction stage to extract

independent object and relationship features. Then, in the refinement stage, a GAT is used to refine the

initial predictions via the scene context information.

3.1 Problem definition

Given the input point cloud, P, and the class-agnostic instance segmentation, M, of a scene s, indicating

that the point cloud has instance segmentation labels without specific semantic categories, our aim is to

generate the corresponding scene graph, which is a graph topology structure composed of the category

label of each instance and the label of the relationship between the categories.

The scene graph is defined as:
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G = (O,E ), (1)

where nodes O = {o1,…, on} denote the object set of the scene, and E ⊆ O × R × O depicts the edge set,

which describes the relationship between two objects.

We use the relationship set provided by the 3DSSG dataset[13], including spatial/proximity relationships,

support relations, and comparative relationships. Please refer to[13] for more details.

3.2 Initial scene graph construction

Similar to [13], our learning method is based on the common principle in scene graph prediction[10‒11]. Thus,

we need to extract visual features for every node and edge. We use two separate DGCNNs[9], named

ObjDGCNN and RelDGCNN, to extract nodes and edges, respectively. The DGCNN is an efficient graph-

based model capable of learning contextual features of point clouds. It dynamically constructs graphs at

every layer conditioned on the feature space rather than in the Euclidean space, therefore, it can better

capture high-level contextual information in the scene. Hence, it is very suitable for our scene graph

prediction task.

More specifically, the DGCNN employs a module, Edgeconv, to collect features in the local region of

the point cloud, where the relationship between the central point and its neighbors is considered.

In our work, the point set, Pi, of each instance is extracted and fed into the ObjDGCNN to capture the

point-wise features. To predict the relation between two objects, i and j, point set Pij is extracted for the pair

of objects union and propagated to the RelDGCNN. The extracted features are arranged in the form of

relationship triples (subject, predicate, and object). Given the disorder of the point cloud, the function that

aggregates all point features should be symmetrical. Here, the max pooling layer is introduced to solve the

problem. The transformation independence of the point cloud is solved by aligning all the inputs into a

standard space before feature extraction.

3.3 Scene graph refinement

We employ a GAT[15] to process the acquired node and edge predictions to further refine the constructed

Figure 1 Scene graph prediction network using the DGCNN and graph attention network.
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scene graph. Compared with the fixed weight of the node feature update in the GCN[14], the self-attention

mechanism is used to learn the weight of the node during the update stage.

For a single-layer graph network structure, the input is a series of node features, h = {h1 ,…, hn}, hl ∈ RF,
where n is the number of nodes in the topological graph and F is the dimension of each node feature. After

this layer, a series of new node features, h′ = {h′1 ,…, h′n}, h′l ∈ RF′, can be obtained as the output. The

feature dimension of the output is not necessarily consistent with the input. As part of network

initialization, a shared linear transformation is applied to each node, and the input feature vector is mapped

to the high-dimensional feature vector and propagated to the graph attention network using matrix

W ∈ RF′ × RF. Then, we apply the self-attention mechanism on each node:

eij = a (W 
hl ,Wh), (2)

where a represents the attention score, that is, the importance coefficient of node j to node i.

To make the attention scores comparable between different nodes, the softmax function is used to

normalize all attention scores:

αij = softmax (eij) =
exp ( )LeakyReLU ( )aT [ ]W


hl ∣W 

hj

∑
k ∈ Ni
exp ( )LeakyReLU ( )aT [ ]W


hı ∣W 

hk
, (3)

where Ni means the neighborhood of node i.
The attention mechanism is a single-layer forward neural network in the realization of the network, and

it is parameterized by a weight vector, a ∈ R2F′, and a LeakyReLU nonlinear function is applied to activate

the output vector. Then, the normalized attention score is used to calculate the linear combination of

feature vectors as the output feature of each node. For each message transfer layer, l, in the network, triplet

tij needs to be passed as input to the first defined MLP, g1:

(ψ( l )s,ij,ϕ( l + 1)p,ij ,ψ( l )o,ij) = g1 (ϕ( l )s,ij,ϕ( l )p,ij,ϕ( l )o,ij), (4)

where ψ is the intermediate feature vector to be processed, s is the subject, p is the predicate, and o is the

object.

Then, the intermediate features of the nodes need to be aggregated. At this stage, each node receives all

the features of the nodes that have an association relationship with it. The attention score is introduced in

the summation process to obtain each node:

ρ( l )i = σ (∑
j ∈ Rs
αijWψ( l )s,ij +∑

j ∈ Ro
αijWψ( l )o,ij), (5)

where Rs and Ro are the sets of connection points when the current node, i, is used as the subject and object,

respectively.

We pass the output result into another MLP, g2. Moreover, to avoid the Laplacian smoothing that may

exist in the graph structure, the residual connection is added to the final output vector to obtain the output

feature of node i:

ϕ( l + 1)i = ϕ( l )i + g2 (ρ( l )i ). (6)

To stabilize the self-attention learning process, a multi-head attention mechanism is used. In practice, the

number of heads is set to four to learn the weight coefficients separately, that is, the network layers of four

independent attention mechanisms are used to learn the weights, and then, the obtained aggregate feature

vectors are connected. Finally, the features perform debasing dimension through a GAT layer, and this is

used for subsequent modules. Two MLPs are used to predict the node and predicate classes.
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3.4 Loss function

When training the model end-to-end, we follow[13] to use the object classification loss, Lobj, with weight λobj
and predicate classification loss Lpred :

L total = λobjLobj + Lpred , (7)

where Lobj is formulated using the cross entropy loss and λobj is set to 0.1 in practice. As there may be more

than one type of predicate between objects, Lpred is formulated using per-class binary cross entropy, similar

to the multiple binary classification problem.

Object prediction and predicate prediction can be regarded as two independent classification tasks.

According to the observation of actual scene data, the classification task can be regarded as a single

classification task or as a multi-classification task. It is a relatively straightforward idea to treat the

classification task as a single classification task. Each point cloud object and the relationship between the

objects have only one semantic label corresponding to it. The focal loss[34] is introduced to alleviate the

imbalance between the classes in the data set. In this case, the loss function of object classification and

predicate classification is:

L = -α (1 - pt) γ log pt, (8)

where α is introduced to balance the importance of positive and negative samples and overcome the

problem of uneven proportions of positive and negative samples. γ is used to adjust the speed at which the

weight of simple samples decreases. When γ is set to 0, it is converted into a cross-entropy loss function.

When γ increases, the adjustment impact on difficult and easy samples will also increase. The final loss

function accounts for a relatively small proportion, while for difficult samples, its proportion in the loss

function is larger.

There is a hierarchical relationship between object labels. More detailed label classification should not

put the wrong labels in the prediction process. Furthermore, less attention should be paid to coarser object

labeling, and the optimization direction of the network should be towards a finer division direction. Rather

than a rougher label prediction. Therefore, the loss function under the multi-classification task can be

designed as:

Lobj = { -α ( )1 - pt γ log pt, lp ≥ lgt
-αβ( )lp - lgt ( )1 - pt γ log pt, lp < lgt

, (9)

where α and γ are the hyperparameters in focal loss, lp is defined as the predicted label level, lgt is the label

level of ground truth, and β is defined to measure the degree of reduction in the proportion of rough

prediction results in the loss function. The lower β means that even if the rough prediction result is not

wrong, it has little effect on the loss function. When the network obtains a more refined prediction result,

because the correctness of the prediction result cannot be judged based on the true value given in the data

set, the design of its loss function is consistent with the loss of the predicted correct result.

The predicate relationship should not be constrained by a single label in the labeling and prediction

process. The predicate relationship description of a pair of instance objects can be corresponding to

multiple labels. When the predicate relationship is regarded as a multi-classification task, because there is

no mutual exclusion relationship between the tags, each category can be independently predicted. Each

category is regarded as a binary classification task, that is, to determine whether the association

relationship exists between the objects. The loss function is:

Lpred =∑
i = 1

c - α (1 - pt,i) γ ti log pt,i - α (1 - pt,i) γ (1 - ti) log (1 - pt,i), (10)
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where ti is the true value of the i-th category under the binary classification task, pt,i is the prediction

confidence of the i-th category, and c is the total number of predicate label categories.

4 Experiments

In this section, we present extensive evaluations of the proposed method on the task of scene graph

prediction. In all experiments, our networks are trained by Adam optimizer with a learning rate of 1e-4. We

decrease it by 0.5 after finishing 30 and 40 epochs. The weight decay parameter is 1e-5. The training time

is proportional to the total number of scenes and the number of epochs. The batch-size is up to two. As the

total number of scenes is considerably large, the training time is sensible. It takes approximately two days

to train the model based on a server with 2.4GHz CPU and GTX TITAN X GPU for 50 epochs.

4.1 Dataset

We use the 3DSSG dataset[13] for training and evaluation; it provides 1482 scene graphs with 48k object

nodes and 544k edges. A ground-truth semantic scene graph is defined by a set of tuples between nodes

and edges where nodes represent specific 3D object instances in a 3D scan. Nodes are defined by their

semantics, a hierarchy of classes, and a set of attributes that describe the visual and physical appearance of

the object instance and their affordances. The edges are the semantic relationships (predicates) between the

nodes. To reduce the training time, each scan split is preprocessed through the following steps:

(1) A segment dictionary is built for the preprocessed point cloud, where the key is the index of the

segment, and the value is all points belonging to this segment.

(2) The mapping relationship is established between objects and the point cloud.

(3) A farthest point sampling (FPS) algorithm is adopted to reduce the data burden of the network input.

Then the point set of each object is normalized to solve the scalability problem.

(4) Relationship triplets between every two objects are established, and all points contained in the

bounding box of the two objects are combined into a union.

(5) Similar to step (3), the related point clouds are sampled and normalized.

(6) All information including index, category, point number, triplets, etc., are stored in a dictionary.

4.2 Scene graph prediction

Based on[10,13], we use three metrics to evaluate the performance of scene graph prediction: the relationship

triplet prediction, the object class prediction, and the predicate class prediction. As mentioned in Sec. 3.2,

the relationship triplet prediction is jointly generated as an ordered list of (subject, predicate, object)

triplets. Thus, we can obtain the confidence score for each triplet by multiplying each respective score and

use the most confident one for evaluation against the ground truth. The object and predicate metrics are

calculated directly with the respective classification scores. We adopt the top-n recall metric for accuracy

evaluation.

As shown in Table 1, we compare our method with the current state-of-the-art approach proposed by

Wald et al.[13]. The single model means that the classification task is regarded as a single classification task,

that is, for each object and predicate prediction, there is only one correct label corresponding to it; the

multi model means that the classification task is regarded as multiple binary classification tasks, that is,

there may be multiple correct labels corresponding to each prediction. The multi model is more in line with

the real situation. On the one hand, there is a hierarchical relationship between the categories of objects.
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When an armchair is recognized as a chair, it can also be considered a correct prediction. On the other

hand, the relationship between objects is not unique. Two objects may be the same type (same as), and also

have a spatial neighbor relationship (close by). To verify the effectiveness of our method, we also conduct

ablation experiments using PointNet[7] for feature extraction and the GCN[14] for scene graph structure

regression, which have become two versions of our model, "PointNet+GAT" and "DGCNN+GAT."

Table 1 shows that in the single model our method and the other two versions outperform[13] in relation-

related metrics while achieving comparable results on object classification metrics. The decline in the

performance of object classification tasks may be due to the increase in network structure complexity,

which increases the difficulty of network fitting. In the multi model, our method achieves the best results

in all indicators. It can be seen that compared with the method proposed by Wald et al.[13], the results of the

two versions of our method have improved in terms of the relationship prediction and the predicate

prediction. Similarly, we can find that using the DGCNN can lead to a significant improvement in the

object and predicate accuracy from the comparison between our method and the other two versions.

We also analyze and fully compare the complexity of our model with other existing methods.

Specifically, we use parameter numbers (Params), giga floating point operations (GFLOPs) and number of

layers as main metrics. The Params is a standard metric to evaluate the complexity of models. It reflects

the number of parameters in this model. The GFLOPs reflects the number of operations of all

convolutional layers in the model, and it is a metric to estimate the time complexity of models. To analyze

the complexity of the model more comprehensively, we also calculated the number of layers containing

parameters in the network.

As shown in Table 2, Params of the proposed method is 42.84% of that of Wald et al.[13], and the number

of layers of our method is 27 lower than that of Wald et al.[13]. Two metrics, Params and number of layers,

both show that the proposed method has lower complexity, which is caused by the more concise and

efficient network structure in our method. Our method has higher time complexity; however, it leads to a

significant performance improvement of overall accuracy. Compared to the accuracy improvement, the

increase of time complexity is ignorable.

Table 1 Evaluation of the scene graph prediction performance on 3DSSG

Model

Single

Multi

Method

Wald et al.[13]

Ours (PointNet+GAT)

Ours (DGCNN+GCN)

Ours

Wald et al.13]

Ours (PointNet+GAT)

Ours (DGCNN+GCN)

Ours

Relationship prediction

R@50

0.5530

0.5973

0.5428

0.5591

0.4151

0.6075

0.5627

0.6133

R@100

0.7971

0.8528

0.8270

0.8500

0.4285

0.7799

0.8016

0.8707

Object class prediction

R@5

0.4887

0.3624

0.4383

0.4611

0.5448

0.3379

0.4727

0.5793

R@10

0.5428

0.4997

0.5828

0.5949

0.6764

0.4774

0.6017

0.6954

Predicate prediction

R@3

0.8284

0.8586

0.8486

0.8739

0.7319

0.7828

0.8094

0.8730

R@5

0.8731

0.8948

0.8976

0.9197

0.7334

0.7846

0.7735

0.9246

Notes: Single/Multi means single/multi object and predicate class.

Table 2 PARAMS, GFLOPS and NUMBER of layers of different methods

Method

Wald et al.[13]

Ours

Params

12704067

5442820

GFLOPs

0.2125

16.59

Number of layers

65

38

Notes: Number of layers means the number of layers containing parameters in the network.
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4.3 Visual comparison

To further illustrate the effectiveness of the proposed method for 3D scene graph generation, we compared

the visualization results of Wald et al.[13] and our method.

As shown in Figure 2, Figure 2a is the input instance point cloud without category information, each 3D

point is colored according to different instance tags, Figure 2b is the 3D scene graph generated by applying

the method of Wald et al. [13], and Figure 2c is the 3D scene graph generated by employing our method.

Each node and edge in the scene graph is marked with the predicted category and the ground truth. We

select the predicted category with the highest confidence for display and place the ground truth in

parentheses. Each node is displayed in a different color to distinguish, and each edge is colored according

to the prediction accuracy, where green indicates the correct prediction and black indicates the wrong

prediction. As shown in the figure, the two methods are quite different from the ground truth in the object

category prediction, and only three and two objects are correctly predicted respectively. In terms of

relationship prediction, our method has better accuracy. For example, the method of Wald et al. [13] cannot

identify the relationship between walls, floors, and armchairs, while our method obtains accurate

relationship predictions. We also notice that there are some uncertainties in the prediction of the ground

truth about spatial relationships. Taking the relationship between the armchair and the adjacent wall as an

example, we observe that the true prediction (the armchair is on the right side of the wall and the wall is in

front of the armchair) is not a paired relationship.

We show the comparison results of the 3D scene graph prediction of another scene in Figure 3. Figure 3a

is the 3D mesh model of the scene, where different instance objects are marked with different colors,

Figure 2 Qualitative comparison of 3D scene graph generation. (a) is the input point clouds annotated with class-ag‐

nostic instance segmentation; (b) is the 3D scene graph prediction of Wald et al. [13]; (c) is our result. In the scene

graph, each node is an object of a different instance (color-coded), and each edge is marked with a predicted predi‐

cate and colored according to the prediction accuracy (green: correctly predicted edges, blue: missing ground truth,

red: miss-classified edges, gray: wrongly predicted as none when GT is a valid relationship). In addition, the ground

truth is noted in parentheses.
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Figure 3b is the 3D scene graph predicted by the method of Wald et al.[13], and Figure 3c is the prediction

result of our method. As shown in the figure, the object relationships in this scene are mostly left and right

spatial relationships. Compared with the method of Wald et al. [13], our method has higher relationship

prediction accuracy.

Figure 3 Qualitative comparison of 3D scene graph generation.
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5 Conclusion

In this study, we propose a 3D scene graph prediction method based on the DGCNN and GAT. We use the

class-agnostic point cloud as the input to discover the latent graph structure, where nodes and edges depict

the objects and their relationships in the scene, respectively. Two DGCNNs are employed to extract the

object and relationship features independently, and these are propagated to a GAT to further refine the

graph structure. Empirical evaluations on the 3DSSG dataset show that the proposed method outperforms

the state-of-the-art methods. However, many other factors, e.g., the offline scene graph prediction manner,

need to be studied further by combining with SLAM systems; this would be our future work. Open source

link (https://github.com/wffancy/3dssg).
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