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ABSTRACT
Online inter-camera trajectory association is a promising topic in
intelligent video surveillance, which concentrates on associating
trajectories belong to the same individual across different cameras
according to time. It remains challenging due to the inconsistent
appearance of a person in different cameras and the lack of spatio-
temporal constraints between cameras. Besides, the orientation
variations and the partial occlusions significantly increase the dif-
ficulty of inter-camera trajectory association. Targeting to solve
these problems, this work proposes an orientation-driven person re-
identification (ODPR) and an effective camera topology estimation
based on appearance features for online inter-camera trajectory as-
sociation. ODPR explicitly leverages the orientation cues and stable
torso features to learn discriminative feature representations for
identifying trajectories across cameras, which alleviates the pedes-
trian orientation variations by the designed orientation-driven loss
function and orientation aware weights. The effective camera topol-
ogy estimation introduces appearance features to generate the cor-
rect spatio-temporal constraints for narrowing the retrieval range,
which improves the time efficiency and provides the possibility for
intelligent inter-camera trajectory association in large-scale surveil-
lance environments. Extensive experimental results demonstrate
that our proposed approach significantly outperforms most state-
of-the-art methods on the popular person re-identification datasets
and the public multi-target, multi-camera tracking benchmark.
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Figure 1: An illustration of inter-camera trajectory associa-
tion on DukeMTMC dataset.

1 INTRODUCTION
Online inter-camera trajectory association is an important funda-
mental problem in computer vision, especially for intelligent video
surveillance system. It focuses on generating complete trajectories
of multiple identities across cameras according to the travel time.
As the number of surveillance videos increases, the traditional inter-
camera trajectory association based on manual analysis requires
revolution due to its high labor cost, low efficiency and accuracy.We
are thus strongly motivated to look for ways to improve efficiency,
robustness, and accuracy of inter-camera trajectory association,
which is the focus of this paper.

As a promising topic, multi-object multi-camera tracking for in-
telligent monitoring and analysis has recently attracted increasing
attentions in academia and industry [18, 23, 24, 28, 31]. Abundant
works have greatly fostered the development of multi-object track-
ing in single camera, but the online inter-camera trajectory associ-
ation for object handover across cameras remains to explore. It is
challenging due to inconsistent appearance of a person in different
cameras and the missing of spatio-temporal constraints between
cameras. As illustrated in Fig.1, the solid blue curves depict the
trajectories of the same pedestrian in two different cameras while
other curves denote trajectories of others. The unpredictable orien-
tation variations of the pedestrians and amounts of blind-gaps in
real surveillance videos significantly increase the complexity of the
online inter-camera trajectory association. Targeting to solve these
problems, the discriminative feature representations and accurate
spatio-temporal constraints between cameras become the critical
cues.

The appearance features of the pedestrians extracted from deep
learning architecture have achieved significant improvements in
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person re-identification. Inspired by it, the deep learning-based
person re-identification is exploited to learn appearance features
for similarity metric of trajectories across cameras. Considering
that orientation variations and occlusions are the main reasons for
causing inconsistent appearance, we propose an orientation-driven
person re-identification (ODPR) to extract discriminative appear-
ance features. Different from most existing methods [6, 30, 35] that
focus on designing the feature extraction modules, the orientation-
based similarity constraint is considered in ODPR. We introduce
the pedestrian orientations to design an orientation-driven loss
function for training the feature extraction architecture and esti-
mate the orientation aware weights for measuring the trajectory
similarity, which impose the orientation-based similarity constraint
to alleviate the orientation variations. Meanwhile, the appearance
features are generated with the combination of global features and
stable torso features, which are conducive to improving the dis-
criminative feature representations in the face of partial occlusions
and inaccurate detections.

For themissing of spatio-temporal constraints, this paper chooses
the camera topology to provide the accurate spatio-temporal con-
straints for the online inter-camera trajectory association. It consists
of the connections and the transfer time between cameras, which
can eliminate the huge redundancy for each probe trajectory. Most
previous methods [4, 20] of camera topology estimation accumulate
amounts of incorrect associations caused by inconsistent appear-
ance, which make it impossible to obtain accurate transfer time
from initial statistical distribution. The camera topology without
accurate transfer time cannot provide the effective temporal con-
straints for inter-camera trajectory association. To solve the prob-
lem, the appearance features from ODPR is introduced to reduce
incorrect associations and a nearest neighbor accumulation strat-
egy is employed to optimize the initial statistical distribution. The
cooperation makes the connectivity and the transfer time between
cameras more clear, which is beneficial to narrow the retrieval
range of trajectory association and improve the time efficiency.

In summary, an inter-camera trajectory association framework
exploiting person re-identification and camera topology estimation
is presented in this paper. Assuming that the pedestrians who dis-
appear from a camera will enter a connected camera within the cor-
responding transfer time range, according to the priori known that
any target in the three-dimensional world will only appear in one
spatial position at a point in time. The spatio-temporal constraints
provided by camera topology are used to generate the correspond-
ing gallery trajectory set for each probe trajectory that leaving from
any camera. The appearance features extracted from the ODPR are
exploited to identify the identities of trajectories between probe set
and gallery set. The incorporation improves the efficiency and accu-
racy of online inter-camera trajectory association, which provides
the important foundation for inter-camera trajectory association
extended to large-scale surveillance environments.

We demonstrate the effectiveness of the proposed online inter-
camera trajectory association, referred as TAREIDMTMC, using
challenging DukeMTMC dataset [23] on MOT benchmark [1]. Ex-
tensive experimental results on person re-identification datasets
and the MOT benchmark demonstrate that our proposed approach
is superior to most state-of-the-art methods.

2 RELATEDWORK
Inter-camera trajectory association can be classified into two cate-
gories: with overlapping field of views [12, 17] and without over-
lapping field of views [18, 23, 24, 28, 31]. Inter-camera trajectory
association between cameras with overlapping field of views is rel-
atively simple due to the existence of the handover zones between
different cameras. Inter-camera trajectory association among non-
overlapped cameras is very complicated because of the open blind
areas. For the real-world monitoring environments, non-overlapped
cameras are more ubiquitous than cameras with overlapping views.
Therefore, we mainly review the existing trajectory association
approaches with non-overlap field of views in the section.

A large amount of works have been proposed to improve inter-
camera trajectory association [5, 13, 29]. Ristani et al. publish the
DukeMTMC dataset [23] and design appearance features [24] to ac-
celerate progress in multi-object multi-camera tracking. Maksai et
al. [18] propose a Non-Markovian approach to imposing global con-
sistency and behavioral patterns to guide the multi-object tracking.
Zhang et al. [34] introduce re-ranking and hierarchical cluster-
ing to realize multi-target multi-object tracking on DukeMTMC
project. Yoon et al. [31] form multiple track-hypothesis trees to
solve the multi-target multi-camera tracking. Zhang et al. [33] re-
gard multi-camera tracking as network flow problems and utilize
spatio-temporal group events to analyze the trajectory association.
These efforts which focus on the appearance cues or the spatio-
temporal cues have fostered the development of inter-camera tra-
jectory association. If integrating the appearance cues with the
spatio-temporal cues, the performance of algorithms will be fur-
ther optimized. Therefore, this paper focuses on extracting the
discriminative feature representations and estimating camera topol-
ogy, which explicitly leverages the appearance cues and the spatio-
temporal cues to improve the inter-camera trajectory association.

To exploit the appearance cues, Porikli et al. [22] derive a color
distortion function for pair-wise camera correlation analysis. Javed
et al. [11] design brightness transfer functions to optimize color de-
scriptors. Extracting these color features and hand-crafted features
is simple and convenient, whereas the discrimination of these fea-
tures will be weakened when pedestrian orientations or monitoring
environments change among different cameras. To enhance the
discrimination of appearance features, the person re-identification
[15, 16, 36, 38, 39] is introduced to identify the trajectories from
different cameras [23, 29]. The selected methods and strategies are
mostly based on the deep learning architecture. For example, Li
et al [15] propose the Deepreid that learns to encode photomet-
ric transforms between the filter pairs. Zhong et al. [39] design
the k-reciprocal encoding using the Jaccard distance to re-rank
the re-identification results. Zheng et al. [38] exploit generative
adversarial networks (GANs) to generate unlabeled data for data
augmentation. They contribute to re-identification from different
perspectives, but they neglect the crucial orientation factor that has
significant influence on the consistency of appearance. This work
sheds a new light on the exploiting of the orientation, and propose
an orientation-driven person re-identification to learn appearance
features and similarity metric.

Except the appearance cues, some spatio-temporal cues have also
been also applied to the inter-camera trajectories association across

Session: FF-5 MM’18, October 22-26, 2018, Seoul, Republic of Korea

1458



non-overlapping views [3, 40]. Dick et al. [7] propose a stochastic
transition matrix to describe pedestriansḿotion patterns as the
spatio-temporal constraints. Chen et al. [3] analyze path probabili-
ties of objects as the spatio-temporal cues to implement the offline
trajectory association. Niu et al. [21] combine the normalized color
and overall size to count observed persons for the camera topology
estimation. Zehavit et al. [19] divide the moving objects into blocks
and refine the relationship between blocks belong different cam-
eras. These spatio-temporal constraints improve the offline/online
inter-camera trajectory association, nonetheless, they remains to
be further optimized due to the inaccurate detections and the frag-
mented trajectories. They are also required to retrain when the
monitoring layout changes. To avoid these troubles, the camera
topology with the accurate transfer time is estimated to provide the
spatio-temporal constraints. The transfer time is helpful to improve
the time efficiency of inter-camera trajectory association. And the
estimated camera topology only need update the changed cameras
in the face of the monitoring layout variation.

3 OUR APPROACH
In this paper, a novel inter-camera trajectory association exploit-
ing person re-identification and camera topology is presented. As
shown in Fig.2, it consists of single camera tracking, person re-
identification, camera topology estimation and inter-camera trajec-
tory association. Given any video, an improved online multi-object
tracking is conducted on each frame to generate the trajectories
in single camera. Then the appearance features of each images in
the achieved trajectories are extracted from the proposed ODPR.
According to the estimated camera topology, the redundant tra-
jectories that do not satisfy the spatio-temporal constraints are
eliminated. For those trajectories or bounding boxes that are in
the connected cameras and meet the transfer time constraints, the
trajectory similarity is computed to implement the inter-camera
trajectory association.

3.1 Formulation of Inter-Camera Trajectory
Association

Given a probe trajectoryTp , the inter-camera trajectory association
to identify and return trajectories containing the identical identity
inTp from a set of gallery trajectoriesTG = {Tд1 ,Tд2 , ...,Tдi , ...,TдN },
where Tдi denotes the i-th gallery trajectory. The inter-camera tra-
jectory association can be tackled by the global trajectory retrieval.
As the number of the gallery trajectories increases, the time effi-
ciency of the global retrieval mode will drop significantly, and the
accuracy will also decrease due to the noise from the large-scale
gallery set. To overcome these drawbacks, we make the following
improvements.

Firstly, the candidate set TC = {Tc1 ,Tc2 , ...,TcM } is generated
from the TG according to the spatio-temporal constraints provided
by the camera topology. The camera where any candidate trajec-
tory Tci is located has the connection with the camera of Tp . The
travel time interval between anyTci andTp is close to transfer time
between the corresponding entry/exit zones. The spatio-temporal
constraints are defined as follows.

Cont(Tp ,Tдi ) =

{1, connected

0, otherwise
(1)

St ime (Tp ,Tдi ) =

{1, Time(Tp ,Tдi ) ≥ δ

0, Time(Tp ,Tдi ) < δ
(2)

Time(Tp ,Tдi ) = exp(−(Interval(Tp ,Tдi ) − µ)2/2σ 2) (3)

Interval(Tp ,Tдi ) =max(T sp ,T
s
дi ) −min(T ep ,T

e
дi ) (4)

where Cont(Tp ,Tдi ) represents the connection between the cam-
eras where Tp and Tдi are located, St ime (Tp ,Tдi ) demonstrates
whether the time interval between Tp and Tдi meets the transfer
time constraint. Time(Tp ,Tдi ) indicates the score of the transfer
time between two trajectories. δ is an elastic threshold of limit-
ing the number of trajectories that meet transfer time constraint,
which is empirically set to 0.7. Interval(Tp ,Tдi ) denotes the time
interval between Tp and Tдi . The superscript s represents the start
time of trajectory, and e denotes the end time. If Interval(Tp ,Tдi )
is negative, the two trajectories are overlapping.

As shown in Eq.(1), when the cameras where Tp and Tдi are
located have the connections, Cont(Tp ,Tдi ) is set to 1. In contrast,
Cont(Tp ,Tдi ) is equal to 0. For the connected entry/exit zone pairs,
µ denotes the transfer time and σ means the standard deviation of
statistical distribution. We assume that the statistics of associated
trajectories with different time intervals is subject to normal distri-
bution N (µ,σ 2). Hence, the score of the transfer time between two
trajectories can be calculated through the probability density func-
tion f (x) = exp(−(x − µ)2/2σ 2)/

√
2πσ . To normalized the score,

the results from the probability density function need to be divided
by f (µ). The derivative formula of the transfer time score is defined
in Eq.(3). If Time(Tp ,Tдi ) of the trajectory Tдi is greater than or
equal to the threshold δ , the trajectoryTдi in the connected camera
of Tp is considered to meet the transfer time constraints. Accord-
ing to Eq.(1) ∼ Eq.(4), a large number of trajectories that have not
spatio-temporal relationship with the Tp are eliminated.

Secondly, we calculate the trajectory similarity Sim(Tp ,Tci ) be-
tween Tp and Tci , which is the major evidence of the trajectory
association. It depends on the feature distance between images and
is easily influenced by the orientation variations of a pedestrian
across cameras. In this case, feature distances between images with
the same orientation are more important for the trajectory simi-
larity than those between images with the different orientations.
Therefore, the orientation aware weights described in Eq.(6) are in-
troduced to make the trajectory similarity calculated in Eq.(5) more
reasonable and reliable. The trajectory similarity with orientation
aware weights Sim(Tp ,Tci ) is formulated as following:

Sim(Tp ,Tci ) =

∑M
x=1

∑N
y=1wI xp I

y
ci
d(f (Ixp ), f (I

y
ci ))∑M

x=1
∑N
y=1wI xp I

y
ci

(5)

WI xp I
y
ci
=



wf s , (Ixp , I
y
ci ) ∈ { f s, s f }

wf b , (Ixp , I
y
ci ) ∈ { f b,b f }

wbs , (Ixp , I
y
ci ) ∈ {bs, sb}

wsame , (Ixp , I
y
ci ) ∈ {bb, f f , ss}

(6)

where M is the number of images in Tp , and N is the number of
images inTci . Ixp represents the x-th image ofTp , and I

y
ci represents

the y-th image in Tci . f (I ) indicates the apparent eigenvector of
the image I . d(x ,y) represents the L2-norm distance between x and
y.W denotes the orientation-aware weights, which are achieved
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Figure 2: Overview of the proposed approach.

by a two-layer fully connected shallow network. The f , s , and b
represent the front, side, and back, respectively.

Finally, we achieve the list of trajectories according to these
Sim(Tp ,Tci ), which is denoted as TR = {Tr1 ,Tr2 , . . . ,TrL }. Consid-
ering the uniqueness of pedestrian in the three-dimensional world,
the Tri with the highest similarity in each connected camera is
identified as the inter-camera trajectory association of Tp . The ob-
jective function of our online inter-camera trajectory association is
summarized as Eq.(7).

T ∗ = arдmaxi ∈1,2, ...,N (Cont(Tp ,Tдi ) · St ime (Tp ,Tдi )·

exp(−Sim(Tp ,Tдi )) > τ )
(7)

whereT ∗ denotes the associated trajectory ofTp along the time line.
τ is a decision threshold of trajectory association. In our learned
feature space through densely connected blocks, it is set to 0.65.

3.2 Orientation-Driven Person
Re-Identification

The orientation variations and the frequent occlusions are the
main reasons for leading to the inconsistent appearance of the
same person, hence we propose an orientation-driven person re-
identification (ODPR) architecture with local features to overcome
them. The architecture introduces the pose estimation to implement
orientation estimation, designs orientation-driven loss function,
and achieve orientation aware weights. These orientation cues can
alleviate the orientation variations. Meanwhile, the stable torso
features are extracted and fused to enhance the generalization of
appearance features. The ODPR architecture is summarized in Fig.3.

As shown in Fig.3, the orientations of pedestrians are divided
into three categories: side, front, and back. On the basis, the nega-
tive sample, the positive sample with the same orientation and the
positive sample with different orientation of every anchor image
can be selected for training. Besides, two weighted loss functions
are exploited to drive ODPR architecture learning discriminative

Figure 3: Architecture of orientation-driven person re-
identification (ODPR). ω1 and ω2 denote the loss weights be-
tween softmax loss and orientation-driven loss. They are set
to 1 and 0.5, respectively.

feature representations. The weighted loss functions include the
softmax loss function and the proposed orientation-driven loss func-
tion. The softmax loss is only connected to central anchor branch,
and all branches share weights. The expatiations of orientation es-
timation, feature extraction and similarity metric with orientation
are described below.

3.2.1 Orientation Estimation and Feature Extraction. Pose estima-
tion that detects the body joints plays an important role in the
person re-identification. It is necessary for our proposed ODPR in
term of estimating the pedestrian orientations and extracting local
features.

1) Orientation Estimation. The designed orientation-driven loss
function requires datasets to be divided into three subsets of the
front, back and side, which prepare for constituting training inputs.
To meet this demand, we firstly utilize part affinity fields (PAFS) [2]
to generate the color skeletons based on body joints, then exploit
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raw images with the color skeleton to learn the orientation classi-
fier. As shown in Fig.3, the skeleton connections between different
joints are labeled by different color segments, which is beneficial
to learn the position relationships between symmetrical joints. In
the training phase of the orientation estimation, DenseNet121 [10]
is directly selected as the feature extraction network and the RAP
dataset [14] that provides the orientation annotations is chosen
as the training set. On the test set of RAP dataset, the accuracy
of orientation estimation achieves 87.33%. Although the accuracy
of orientation estimation does not achieve 100%, it is sufficient to
help the ODPR learning the influence of orientation variations on
apparent consistency through the orientation-driven loss function.

2) Feature Extraction. In ODPR, we extract torso features to assist
the global features since the torso region is relatively stable and
the limbs have continual movements. The locations of the torso
local regions of interest (ROIs) are inferred by the body joints
detected by the pose estimation, and then are transformed into ROI
Pooling layer for local feature extraction. The local branch and the
global backbone share the parameters on the stem CNNs. And the
subsequent feature extraction modules can use any convolutional
structure, especially residual blocks [9], inception blocks [27], or
densely connected blocks [10].

3.2.2 Similarity Metric with Orientation. For the training of deep
learning, loss functions are the primary tools of classification and
similarity metric learning. The triplet loss function is widely used
in person re-identification. It is known as the inter-class similarity
constraint and teaches the network that the positive samples should
have smaller feature distances than negative samples. However, the
influence of the orientation variations on the appearance features
dose not be considered in the triplet loss function. To make up
for this deficiency, an orientation-driven loss function Lod (I ,w) is
designed on the basis of triplet loss function. It consists of inter-
class similarity constraint based on triplet loss function and the
introduced orientation-driven constraint.

Lod (I ,w) =
1
N
(

N∑
i=1

[d(f (Iai ), f (I
p
i )) − d(f (Iai ), f (I

n
i )) + α]++

λ
N∑
i=1

[d(f (Iai ), f (I
ps
i )) − d(f (Iai ), f (I

pd
i )) + β]+)

(8)

where Iai denotes the anchor image, Ipi demonstrates the positive
sample of anchor image, Ini indicates the negative sample of the
anchor image, Ipsi refers to positive sample of the anchor image
with the same orientation, and I

pd
i denotes the positive sample

of the anchor image with different orientations. α and β are the
limit margin. [x]+ =max(x , 0). N is depending on the settings of
batchsize and max iteration. λ is a weight of balancing the two
constraints, andw represents the current network parameters. The
fusion loss function defined in Eq.(8) can pull the instances of the
identical person with same orientation closer, and meanwhile push
the instances belonging to different persons with same orientation
farther from each other. According to the comparative analysis of
multiple experiments, the overall performance of ODPR is superior
when α , β , and λ are set to 1, 0.01, and 0.03, respectively.

Although the pose effects have been considered in feature learn-
ing and training, the orientation aware weightsW defined in Eq.(6)
still play an important role in test phase. To learn the weights,
we firstly collect training samples from DukeMTMC dataset. We
regard the multiple trajectories of identical person from different
cameras as a complete trajectory and then randomly select the
bounding boxes with complete posture skeleton and various orien-
tation to compose a training sample. Every training sample contains
12 bounding boxes. For any two training samples, Inf s−sf , Inf b−bf ,
Inbs−sb , and Insame will be obtained as four inputs. Every input
In is saved as {v, l}. Taking Inf s−sf as an example, the v denotes
the mean value of feature distances between all image pairs belong
to { f ront-side, side-f ront}. If there are one/some image pair(s) be-
long to { f ront-side, side-f ront} between two samples, the l is set
to 1. Otherwise l is marked as 0. Push all inputs into a two-layer
shallow network for training. Then the pairwise feature distance
Simtrain (Ti ,Tj ) between two training samples is formulized as:

Simtrain (Ti ,Tj ) =

∑4
x=1 lxwxvx∑4
x=1 lxwx

(9)

where w1, w2, w3, and w4 denote wf s , wf b , wbs , and wsame , re-
spectively. We hope that the orientation aware weights cam make
exp(−Simtrain (Ti ,Tj )) of the positive samples be mapped to 1
through the activation layer and meanwhile guide the ones of nega-
tive samples to 0. OnDukeMTMC training set, [wf s ,wf b ,wbs ,wsame ]

= [0.72, 1.21, 0.69, 2.82]. Thewf s is close towbs , and is slightly lower
thanwf b . Meanwhile,wsame is assigned the highest value. Their
values reflect the importance of different pose pairs in similarity
metric, which alleviates the negative impact of orientation varia-
tions on trajectory similarity.

3.3 Appearance-Based Camera Topology
Estimation

To achieve the effective spatio-temporal constraints, we propose
an appearance-based camera topology estimation. The Gaussian
Mixture Model (GMM) is used to cluster the entry/exit zones. Then
the trajectories through each entry/exit zone are identified by ap-
pearance features to estimate the connectivity and the transfer time
between every two entry/exit zones. Due to the occlusions and the
inaccurate detections, the time intervals of different persons across
the same entry/exit zones have obvious differences. Therefore, the
initial statistical distribution according to the time intervals is very
discrete, and the accurate transfer time between entry/exit zones
cannot be obtained. To make the statistical results suitable for the
camera topology estimation with accurate transfer time, the near-
est neighbor accumulation strategy is exploited to filter the noise
and optimize the distribution. The accumulated equation between
entrance Ei and exit Ej is defined as follows:

Countp (Ei ,Ej ) =

ηn+ξ∑
η0=ηn−ξ

N i j (η0),ηn > ξ (10)

where Countp (Ei ,Ej ) represents the optimized statistical results
between Ei and Ej . N i j (η0) denote the number of associated trajec-
tories with time interval η0. [ηn−ξ ,ηn+ξ ] indicates the cumulative
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(a) Original Statistics (b) Accumulated Statistics

Figure 4: An illustration of nearest neighbor accumulation
on DukeMTMC between camera1E1 and camera2E0. The ab-
scissa indicates the time interval, and the ordinate repre-
sents the statistical number of associated trajectories with
different time intervals. Fig.4(a) shows the original statis-
tical results between camera1E1 and camera2E0. Fig.4(b)
shows the optimized Countp (Ei, Ej) by the nearest neighbor
accumulation.

range, which is determined by video resolution and pedestrian den-
sity. After the cumulative calculation, the count value equal to 1 is
eliminated as noise. An example of our nearest neighbor accumula-
tion is shown in Fig.4, which ξ is empirically set to 5.

As shown in Fig.4, the original data with discrete distribution
cannot be used directly to infer the transfer time and connectivity
between cameras. But the accumulated data with obvious peak
value can estimate the connection and the transfer time between
entry/exit zones. The decision threshold of peak value for data
distribution is calculated as Eq.(11).

threshold = avд(Countp (Ei ,Ej )) + ω · std(Countp (Ei ,Ej )) (11)

where avд calculates the mean value of optimized Countp (Ei ,Ej ),
std computes the standard deviation, and ω is set to 2 according to
the experience.

We assume that there are no more than 2 transfer time between
two entry/exist zones. When there are more than one peak in the
transition statistics, the relationship between the entry/exist zones
is considered disconnected. When there is one peak, entrance Ei
and exit Ej are connected and the peak value is approximately
equal to the transfer time. Considering that the accumulated data is
close to normal distribution, Gaussian Fitting is utilized to optimize
it. For the fitted data distribution, the mean value µ and standard
deviation σ can be estimated to calculate the score of the transfer
time between two trajectories as Eq.(3). µ is set to the transfer time
between the connected entry/exit zones. Our estimated camera
topology of DukeMTMC dataset is shown in Fig.5.

As illustrate in Fig.5, our estimated camera topology is basically
consistent with the actual camera relationship which displayed
in bottom right corner. The camera 8 does not be drew in the
estimated topology due to the fact that it has overlapping view
with camera 2, camera 3, and camera 5. The values on connecting
lines denote the inferred transfer time between entry/exit zones,
and the values in brackets indicate the manual statistics transfer
time. The max error of transfer time does not exceed 500 frames,
which is approximately equal to 8.1s (frame rate = 60fps). According
to the estimated camera topology, we merely need to identify the

Figure 5: Our estimated camera topology of DukeMTMC
dataset.

trajectories that meet the transfer time constrains in connected
cameras. It effectively narrows the retrieval range and improves
the time efficiency of the online trajectory association.

3.4 Trajectory Association across Multiple
Cameras

After achieving ODPR model and camera topology, we revisit POI
[32] to obtain the trajectories in single camera. It is a detection-
based multi-object tracking algorithm with appearance feature
association. The outstanding MaskCNN [8] on ImageNet is cho-
sen as the detector. PAFs [2] is introduced to split the bounding
boxes including multiple pedestrians. The appearance features are
extracted by our proposed ODPR with densely connected blocks.
The location and frame number of each bounding box are regarded
as the spatio-temporal constraints.

For all tracking trajectories in single camera, the one leaving
from any entry/exit zone will be regarded as a probe trajectory.
According to the estimated camera topology, its candidate set Tc
that satisfy the transfer time constraint defined in Eq.(2) are selected
from the connected cameras. In the achieved candidate set Tc , the
associated trajectory T ∗ of the probe trajectory can be generated
by Eq.(7). When a probe trajectory is associated in other cameras,
it is removed from the probe trajectory set. The pseudocode of our
proposed online trajectory association across multiple cameras is
described in Algorithm 1, where tbest represents temporary optimal
candidate trajectory.

In our proposed algorithm, the online single camera multi-object
tracking and inter-camera trajectory association are run simulta-
neously. Compared with the inter-camera trajectory association
based on the global retrieval mode, the camera topology effectively
narrows the retrieval range and improves the time efficiency of
inter-camera trajectory association. Meanwhile, the orientation
aware weights and discriminative appearance features are explic-
itly leveraged to increase the accuracy of the inter-camera trajectory
association.
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Algorithm 1 Online Trajectory Association Pseudocode
Input: Topology information, Synchronous camera frames
1: for f ∈ f rames in all cameras do
2: single camera multi-object tracking
3: generate probeset according to tracking trajectories
4: if ∼isEmpty(probeset) then
5: for Tpi ∈ probeset = {Tp1 ,Tp2 , · · · ,TpN } do
6: generate candidate trajectory set Tc according to topol-

ogy information and Eq.1-4
7: tbest = Tc wheremax(Sim(Tc ,Tpi )) refer to Eq.5-7
8: if Sim(tbest ,Tpi ) > τ then
9: unified ID number of tbest and Tpi
10: delete Tpi from probeset
output: multi-camera multi-object trajectories

4 EXPERIMENTAL RESULTS
In this section, we conduct two sets of experiments to validate
our proposed contributions, which consist of the analysis of ap-
pearance features and the evaluation of inter-camera trajectory
association. All experimental results are from the server with Titan
X and dual E5, where red and blue values in bold highlight the first
and second results, respectively. ’↑’ means that higher is better and
’↓’ represents that lower is better.

4.1 Impact of Appearance Features
We conduct a comparative analysis with some state-of-the-art algo-
rithms on popular CUHK03 [15], Market1501 [36], and Duke-reID
[38] datasets to verify whether the designed person re-identification
architecture can extract discriminative feature representations. Each
selected dataset is collected from multiple cameras, and includes
the occlusions, orientation variations and many other issues. The
comparative results are shown in Table 1.

Table 1: Comparative Results of Person Re-Identification.

Method CUHK03 Market1501 Duke-reID
Rank-1 mAP Rank-1 mAP Rank-1 mAP

Re-rank [39] 38.10 40.3 77.11 63.63 – –
Gan [38] 73.10 77.40 78.06 56.23 67.68 47.13
OIM [30] 77.50 – 82.10 – 68.10 –

SVDNet [26] 81.80 84.80 82.30 62.10 76.70 56.80
ACRN [25] 62.63 70.20 83.61 62.60 72.58 51.96
D-loss [37] 73.10 68.20 79.51 59.87 68.9 49.3
Deepcc [24] – – 89.46 75.67 79.80 63.40
Ours(R) 90.64 87.93 85.57 67.97 72.89 63.04
Ours(I) 88.95 78.95 86.10 68.40 79.62 63.48
Ours(D) 89.29 79.03 87.23 76.35 81.64 72.34

Our architecture can incorporate with any feature extraction
module. In Table 1, ’R’ denotes that the backbone network is the
ResNet50 [9], ’I’ represents that we use Inception V3 [27] as the
backbone network, and ’D’ indicates that DenseNet121 [10] are
introduced into the person re-identification. The structure of the
local feature extraction network is the same as the global feature
extraction network except for the stem CNNs. As illustrated in

Table 1, the proposed network outperforms most of the state-of-
the-art algorithms on CUHK03 datasets. The improvement owes to
the exploiting of the orientation cues and local features.

4.2 Evaluation of Inter-Camera Trajectory
Association

An online trajectory association analysis experiment is conducted
on DukeMTMC benchmark [23], which provides 8 surveillance
videos captured from different cameras and contains more than
7,000 single camera trajectories belong to over 2,000 unique iden-
tities. Every video lasts for 85 mins, where 50 minutes data is for
training and 35 minutes long is for testing. The test set is split into
test-easy and the test-hard. The test-easy is 25 minutes long and
has statistics similar to the train dataset. The test-hard is 10 minutes
long and contains a group of over 60 people traversing 4 cameras.
The comparison results of inter-camera trajectory association on
the test-easy and the test-hard datasets are displayed on Table 2.

In Table 2, ID F1 score (IDF1) represents the ratio of correctly
identified detections over the average number of ground-truth and
computed detections. ID Precision (IDP) is the fraction of computed
detections that are correctly identified. ID Recall (IDR) is the fraction
of ground truth detections that are correctly identified. BIPCC [23],
lx_b [1], MYTRACKER [31], and our method are online trajectory
association, which are immediately available with each incoming
frame and do not any modification at the later time. PT_BIPCC
[18] and MTMC_CDSC [28] are offline approaches, which recover
missing detections and reduce the fragmented trajectories by of-
fline optimization. ’W = Ones’ denotes the evaluation results when
all orientation weights described in Eq.(6) are set to 1. ’Trained
W ’ refers to the results using the trained orientation weights. As
shown in Table 2, the introduction of the orientation weights ob-
viously improves the performance of our inter-camera trajectory
association. And our proposed approach outperforms most state-
of-the-art methods on the test set. Especially on the test-hard, our
approach achieves superior performance on all evaluation proto-
cols. This effectively proves the robustness of our method in the
face of high-density populations.

So far, there are two offline methods on the DukeMTMC bench-
mark [1] that outperform us. The first method summarized in a
technical report [34] utilizes the re-ranking strategy. The second
method [24] introduces person re-id and global motion correlation
into the inter-camera trajectory association. They have achieved
excellent performance in accuracy, but they do not exploit the
spatio-temporal cues, which makes it difficult to be applied to large-
scale monitoring environments.

In addition to the above discussed accuracy, the time efficiency is
also critical to the online inter-camera trajectory association, espe-
cially in large-scale surveillance environments. To verify the effect
of spatio-temporal cues in our proposed framework, we analyze
the matching times of trajectory association before and after using
camera topology. The specific time efficiency analysis is shown
in Table 3. To eliminate the contribution of the orientation aware
weights, we setW to 1 in the following experiments.

As shown in Table 3, the topology information reduces thematch-
ing times to 92.83% of the number without the camera topology
and improves the Rank-1 accuracy by 2.17% on Duke-reID dataset
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Table 2: Comparative Results of Inter-Camera Trajectory Association on DukeMTMC Benckmark.

Tracker
Test-easy Test-hard

Multi-Camera Single-Camera Multi-Camera Single-Camera
IDF1↑ IDP↑ IDR↑ IDF1↑ IDP↑ IDR↑ IDF1↑ IDP↑ IDR↑ IDF1↑ IDP↑ IDR↑

PT_BIPCC[18] 34.9 41.6 30.1 71.2 84.8 61.4 32.9 41.3 27.3 65.0 81.8 54.0
MTMC_CDSC[28] 60.0 68.3 53.5 77.0 87.6 68.6 50.9 63.2 42.6 65.5 81.4 54.7

BIPCC[23] 56.2 67.0 48.4 70.1 83.6 60.4 47.3 59.6 39.2 64.5 81.2 53.5
lx_b[1] 58.0 72.6 48.2 70.3 88.1 58.5 48.3 60.6 40.2 64.2 80.4 53.4

MYTRACKER[31] 65.4 71.1 60.6 80.3 87.3 74.4 50.1 58.3 43.9 63.5 73.9 55.6
Ours(W = Ones) 62.4 64.1 60.8 76.5 78.6 74.5 55.6 60.6 51.3 69.4 75.7 64.0
Ours(TrainedW ) 68.8 71.8 66.0 83.8 87.6 80.4 61.2 68.0 55.5 77.9 86.6 70.7

Table 3: Time Efficiency Analysis Before and After the Addi-
tion of Camera Topology.

Duke-reID Rank-1(%)↑ Matching Times↓
Without topology 81.64 39,348,708
With topology 83.81 36,527,932

Test-easy IDF1(%)↑ Matching Times↓
Without topology 58.8 40,018,276
With topology 62.4 113,868

Test-hard IDF1(%)↑ Matching Times↓
Without topology 51.8 16,900,321
With topology 55.6 161,329

[38]. The improvement of time efficiency is not obvious due to
that the transfer time constraint is unavailable on image-based
re-identification dataset. Whereas, the time efficiency of the on-
line trajectory association is significantly improved by the camera
topology. For the test-easy set, the accurate connection and transfer
time between cameras reduce the matching times from 40,018,276
to 113,868. For the test-hard set, the estimated camera topology de-
creases the matching times to 161,329, which is approximately one
percent of the matching times without topology. The improvement
in time efficiency is of great significance to promoting online or
real-time intelligent monitoring and analysis. Some visual experi-
ment results of the online trajectory association on DukeMTMC
are shown in Fig.6.

As illustrated in Fig.6, the four non-overlapping cameras have
obvious differences in illumination, pedestrian orientation and size.
Nonetheless, our proposed approach still successfully achieves the
correct inter-camera trajectory association of the pedestrians with
back-and-forth occlusion. This is mainly because that we extract
discriminative appearance features and introduce effective spatio-
temporal constraints for identifying trajectories across cameras.

5 CONCLUSION
In this paper, we propose an inter-camera trajectory association
framework exploiting person re-identification and camera topol-
ogy. The contributions of the framework focus on learning the dis-
criminative appearance features and achieving the spatio-temporal
constraint between cameras. An orientation-driven person re-id
architecture is proposed to reduce mismatching of trajectories from
different cameras and alleviate the pedestrian orientation variations.

Figure 6: Visual results of online trajectory prediction on
DukeMTMC. Bounding boxes and trajectorieswith the same
color represent the identical pedestrian (Best viewed in
color).

Meanwhile, the appearance features are introduced into camera
topology estimation to analyze the connections and the transfer
time between cameras. On this basis, we explicitly leverage spatio-
temporal constraints provided by the camera topology to narrow
the retrieval range and utilize appearance features extracted from
ODPR to associate the trajectories belong to the same identities
across different cameras. These steps together achieve the goal of
improving the efficiency and accuracy of trajectory association. As a
result, our proposed person re-identification outperforms the state-
of-the-art methods significantly. The estimated camera topology is
basically consistent with the actual base map. More importantly,
the online inter-camera trajectory association framework shows
superior performance in term of accuracy and efficiency.

This paper sheds light on intelligent monitoring analysis chal-
lenges and advances. In future, we will continue to work on the
combination of deep learning and surveillance video analysis in
large scale of camera network.
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