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Abstract

Particle filter is widely used in human motion tracking but its ef-
ficiency is low. A contour cue based particle filter algorithm is
proposed in this paper for the human motion tracking in a mark-
erless monocular video. The likelihood of sampled particles is
measured by chamfer distance between two contours. One con-
tour is extracted from the video image. The other is transformed
from the sampled particle. The value of likelihood is the weight of
corresponding particle. Then weighted particles are optimized by
Levenberg-Marquardt method to make the final estimation closer
to the posterior distribution of motion state. Apart from this, the
skin part of human body is detected to constrain the sampled par-
ticles when the contour feature points are not sufficient with large
occlusion. The experiment result shows that the contour cue based
method is more efficient than the edge method.

Keywords: particle filter; human motion tracking; contour cue;
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1 Introduction

Video based human motion tracking has important applications in
many fields including computer animation, computer games, virtual
reality, intelligence monitoring, HCI, etc. In this paper, a contour
cue based optimized particle filter approach is proposed for mark-
erless human upper body tracking in monocular video. To improve
the efficiency, the contour cue is used to compute the likelihood
function. It is more efficient than the common used cues, like edge,
silhouette, and color et al. After the likelihood measurement, a
mathematic optimization process is adopted. A skin detection is
applied to refine the particle weights, when the contour information
is not sufficient enough to track, such as the situation of complete
self-occlusion of one limb.

The paper is organized as follows: Section 2 describes related work
of human motion tracking in markerless monocular video. Section
3 introduces the principle of tracking using particle filter and elabo-
rates on the details of the proposed contour cue. Section 4 gives the
outline of the contour cue based monocular human tracking algo-
rithm. Section 5 provides the analysis of experimental results and
Section 6 concludes the paper.

2 Related Work

In the research of human motion tracking in markerless monoc-
ular video, model-based probability approach is usually ap-

plied[Agarwal and Triggs 2004]. Particle filter is a multiple hypoth-
esis probability approach, which is based on sampling and has no
requirement of the object state distribution, so it is suitable for the
non-linear motion[Poppe 2007]. Low efficiency is a main problem
of this method, because the algorithm needs to compute the likeli-
hood for all the particles. Some methods used optimization strate-
gies to select more effective particles[Deutscher et al. 2005][Smin-
chisescu and Triggs 2003]. These approaches only improve the
efficiency from reducing the particle number. Moreover, reduc-
ing the time consumption of likelihood function will also improve
the tracking efficiency. To do this, more effective features needed.
[Joachim et al. 2006] used edge, ridge and adaptive color cues to
measure the likelihood between the model and observation images.
In [Grest et al. 2006], it used corners which are tracked with KLT
feature tracker to acquire the likelihood.

In this paper, we use an optimized particle filter approach to track
markerless human body in monocular video. At the measurement
stage, the proposed contour feature is used as the main cue to mea-
sure the likelihood. The contour feature is more concise and stable
compared with the other cues. It saves the time of likelihood mea-
surement. Although it will be failure when limbs are self-occlusion,
we use the skin color detection to assist the sampling process in
this situation. Contour cue with the assistance of skin detection
improves the tracking efficiency, and also guarantees the tracking
quality.

3 Contour Cue based Particle Filter

In this section the principle of the particle filter algorithm is intro-
duced first, and then the proposed contour cue is analyzed, com-
pared with the edge cue.

3.1 Principle of Particle Filter

Particle filter method for human motion tracking is essentially an
approach of Bayes Posterior Probability Estimation. The objective
is to estimate motion state by previous motions and video images.
Assuming the motion process is a Markov process, the estimation
equation of the motion state at time t is:

p(Xt|Zt) = kp(Xt|Xt−1)p(Zt|Xt) (1)

Where X presents a vector of the state space: {d0, d1, . . . , dm}.
Each state X uniquely fixes one motion posture. Z presents the ob-
servation features of video images, such as edge, silhouette, color
et al. These features can also be used combined with others. In
our algorithm, we mainly use contour feature as the cue to match.
k is the normalization constant. p(Xt|Xt−1) is a kind of dynamic
model, used to predict the next motion state. It can be implemented
through learning data, or directly by added a noise component. Us-
ing the dynamic model, a number of original particles are sampled.
Each particle is a motion state, the particle set for time t is described
as {x1

t , x
2
t , . . . , x

N
t }. p(Zt|Xt) is the likelihood function. For each

particle sampled, the likelihood function measures the similarity be-
tween the motion state determined by particle and features extracted
from the video image. To N particles, we have N similarity values.
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Taken these values as weight for each particle and normalize them
as {ω1

t , ω
2
t , . . . , ω

N
t }, the finally estimation of motion state at time

t is Xt =
∑N

i=1
ωi

tx
i
t. The sampled particle number N is expo-

nential growth with dimension of state space: N ≥ Dmin

αd , where
Dmin, α are constants, 0 < α < 1.

3.2 Contour Cue for Likelihood Measurement

The contour refers to the silhouette boundary. For the boundary al-
ways has strong intensity changes, so it is the part of image edge.
From Figure 1 we can see, compared to the edge, contour feature
points are more concise. Although edge feature sometimes contain
more information than the contour, it is sensible to the noise and
the change of environment conditions. While the contour is stable
because the computation of it does not rely on the gradient. The
contour feature points just save information about each whole limb
and do not consider the internal changes of each limb. This is con-
sistent with the assumption of rigid body. Figure 1 also shows the
edge image and contour image in different light condition. Using

Figure 1: the edge and contour image in different light condition,
the first row is the original image, the second row is the correspond-
ing edge image, and the last row is the corresponding contour im-
age

contour as the cue, on the one hand it saves the time of compute
p(Z|X); on the other hand, it also avoids the failure measurement
caused by the redundant information. Therefore, using contour cue
to calculate the likelihood is most efficient. In this paper, we use the
contour feature as the main cue to compute the likelihood function.

4 Tracking Algorithm

Based the above principle, the optimized particle filter tracking al-
gorithm with contour cue of is presented in this section. The whole
tracking process is first outlined, then the computation of contour
feature and likelihood function is given, and the assist of skin color
is described at last.

4.1 Contour Cue based Tracking

An articulated kinematic model with 8 DoF(degrees of freedom) is
used to present the human motion state S = {x1, x2, . . . , x8}, with
the known skeleton length. The shoulder is modeled as a ball joint
with 3 DoF, and elbow as a hinge joint with 1 DoF. The appearance
model used in this algorithm is the contour Yc. Y I

c presents the
contour points of human body extracted from the video image. Y S

c

presents the contour points registered with the motion state. Mc is
the number of contour feature points of the body.

Before the tracking begins, an initialization is manually taken to
make the motion model S register with contour Yc extracted from
the starting frame. After initialization, the following process is re-
peated for each frames until the video capturing is stopped. At
time step t, the prediction process predicts the motion state of cur-
rent frame from the previous state. Assuming the motion difference
between neighbor frames is small, the current state S̃t is acquired
from St−1 by adding noise Bi to each DoF. The noise component
Bi is a gaussian random variable with variance matrix di and mean
0. The variance of each degree of freedom varies with the history
changes of that degree of freedom. In this step, N states from the
motion space is sampled as the particles {S̃1

t , S̃
2
t , . . . , S̃

N
t }. After

prediction, the likelihoods between particles and captured image is
calculated by matching the selected features. As described in Sec-
tion 3, the contour cue is used to construct the likelihood function.
The likelihood function is constructed as below:

p(Yc|S) = exp{−
∑Mc

i=1
(ri(Y

S
c , Y I

c ))
2

M
} (2)

In equation(2), ri(Y S
c , Y I

c ) presents the difference between the fea-
tures from model state and video image at point i. It calculates the
chamfer distance of the two features, for each contour feature points
in Y S

c , it finds the nearest distance to points in Y I
c .

To make the particles more effective, the particles is optimized
according to the measurement result. If the distance R(Y S

c , Y I
c )

of one particle is too large, this particle is moved to make the
distance smaller using Levenberg-Marquardt method. After op-
timization, the particles are changed to {S1

t , S
2
t , . . . , S

N
t }, and

the likelihood function values for these particles are recorded as
{ω1

t , ω
2
t , . . . , ω

N
t }. When the distance is reduced to the accepted

range, these likelihood values are normalized as the weights of par-
ticles. The expectation of these weighted particles is used to ap-
proximate to the posterior distribution of motion state. When the
distance stops at a large value due to the failure of contour feature,
the skin part is detected to refine the particle set. The final motion
state of current frame is estimated as St = ΣN

i=1ω
i
tS

i
t .

4.2 Computation of Contour Feature and Likelihood
Function

The calculation of contour feature points is a process combined im-
age segment and boundary points search. As the contour depends
much on the quality of the image foreground, an efficient image
segment method is need, which is insensitive to the shadow and
change of lighting. An adaptive background subtraction is applied
for this purpose. The process of human body contour is shown
in Figure 3. The main steps of contour calculation include: back-
ground subtraction, fake patches judgment and contour extraction.
For eliminating the influence of shadow, the color space of original
video image is converted from RGB to YH, which Y is the lumi-
nancy components and H is the hue components. First, we com-
pute the expectation EY , EH and variance DY , DH for Y and H
from a certain number of background images. These variance is
the adaptive threshold of segmentation, for the derivation of each
pixel to its mean value is central distribution. When subtracted
the background, if just the Y component has difference with the
background model, while the H is stable, we consider this pixel is
a shadow pixel. After subtraction, the fake foreground and back-
ground patches caused by similar fore-color or little change of
background are fixed by judging the areas of connection regions.
If the area of one connection is little enough, this region is con-
sidered to be fake, that means if it is a back-hole, it is judged to
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Figure 2: The contour calculation process

be a fore-region and if this region is a fore-region, it is deleted as
noise. Then the contour points Y I

c are computed after the suitable
foreground of the human body are got.

After the contour Y I
c is extracted from video frame and the contour

Y S
c is registered with particle S, the likelihood value is calculated

using Equation 2. the chamfer distance of each point in the ap-
pearance model is calculated, which is the distance to the nearest
extracted contour pixel in the video frame. For all the points in the
appearance model, a vector is composed by these chamfer distances
as R = [r1, r2, . . . , rMc ]T , we compute the samples weight using
Equation 2, in which each ri(Y

S
c , Y I

c ) is one element of this vector.

4.3 Skin Color Constrain

Skin color is often the stable feature for locate human face and
hands in tracking systems. It allows fast processing and is invari-
ant to the change of motion state. When the limb contours are lost
due to occlusions, the skin detection can be used to assist fixing
the body parts. The skin detection algorithm in this paper should
have the following two properties: fast and no need training. In
this paper, the region based color segment method is used to de-
tect the skin. For the hue of human skin is stable in a range, the
skin parts of body is detected, including head, arms, especially the
hands, as shown in Figure 4. When the limb occlusion is large,
the skin detection is used to constrain the sampled particles. When

Figure 3: The skin parts of body

the occlusion of limbs is large, we calculated the ratio of pixels as
skin or non-skin for right and left arms respectively. Then the ratio
is given to corresponding elements of particle as their new weight.
The weights for elements of left limbs and right limbs are defined
as ωl, ωr is calculated as below:

ωl|r =
1

M
l|r
s

Σ
M

l|r
s

i=1 p(i) (3)

In equation(3), M l|r
s is the skin points number of left or right limbs,

p(i) = 1if the ith point belongs to the skin and p(i) = 0if not. At

last, we use particle {ωlS1
l , . . . , ω

lS
N
2
l , ωrS1

r , . . . , ω
rS

N
2
r } to re-

place the previous {S1, S2, . . . , SN} whose weights are only cal-
culated through contour.

5 Experiment Results

In this section experiments for tracking human motion are given
based on the proposed tracking algorithm. We also compared our
method with edge-based method and give the result analysis.

The camera we used is FL2G-13S2C-C from PointGrey Company
with 4mm lens of FV0420. It has various acquisition modes and we
chose one with 30fps frame rate and 640*480 image resolution. Fo-
cusing on the upper limbs, the tracking result is presented by a 2.5D
cardboard model which was projected by the 3D human articulated
model. Assuming the torso is static, there’re altogether 8 DoF for
tracking, each arm 4 DoF. For tracking a human who is oriented to-
wards the camera, this reduction of model is acceptable. The initial-
ization of appearance model for edge cue and contour cue is shown
in Figure 5. We use the measurement time and optimization time of

Figure 4: (a) contour appearance (b) edge appearance

edge cue method and contour cue method to denote the efficiency
of these two cues. 200 particles are sampled for estimating. From
Table 1, we can see the contour cue method saved much time at the
likelihood measurement stage. This is because the contour points
is much fewer than the edge points. The tracker score proposed by

Table 1: Computation time of the two methods

Procedure Contour(ms/f) Edge(ms/f)
Preprocess 56 34

Measurement 71 128
Optimization 228 576

Total 355 738

[Wang and Rehg 2006] is used to evaluate the tracking quality. For
all the contour points in the appearance model, a residual vector
is composed by these chamfer distances:R = [r1, r2, . . . , rMc ]

T .
The tracker score TS is computed as the absolute value of the resid-
ual vector.

TS = RTR (4)

A smaller score denotes a better tracking. From Figure 6 we can
see, the contour cue method is better than edge cue. While at
some frames the result is bad, these are mainly due to occlusions.
Euclidean distance between tracked joints PT

J and manually la-
beled joints PR

J is used to denote the accuracy of the tracking. It is
calculated as:

D =

MJ∑
i=1

√
(xT

i − xR
i )

2 + (yT
i − yR

i )
2 (5)

Figure 7 shows the distance in three situation: edge cue only, con-
tour cue only, and contour cue with skin constraint. We can see the
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Figure 5: The tracker score of two feature cues

result of contour cue is much closer to the ground truth data than
that of edge cue. While at some frames, for example at frame 3,
the distance is high. This is mainly caused by the limb occlusions.
With the assistance of skin detection, the distance keeps low and
stable. The tracking results with cardboard bounding of the contour
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Figure 6: The Euclidean distance between tracking joint position
and manual joint position

cue and edge cue method are shown in Figure 8. We can see that
contour cue method is more stable and accurate in tracking than
edge cue based tracking.

6 Conclusions

This paper proposed a probability framework which used the opti-
mized particle filter algorithm to track human motion in a marker-
less monocular video. When measuring the likelihood of particles,
we use contour cue to calculate the likelihood values. In the self-
occlusion situation, we detect the skin parts to assist the sampling
process, making a more reliable particle set. The experiment results
showed that the proposed contour cue based particle filter algorithm
is more efficient both in time and in space than the common feature-
based methods. Meanwhile, with the assistance of skin, it can also
produce more stable and higher quality tracking results.

Figure 7: The tracking results images with contour cue: the first
row is the original image, the second is the contour cue based re-
sult, the last row is the edge cue based result.
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