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Abstract—Person re-identification (Re-ID) is an essential task
in computer vision, which aims to match a person of interest
across multiple non-overlapping camera views. It is a funda-
mental challenging task because of the conflicts between large
variations of samples and the limited scale of training sets.
Data augmentation method based on generative adversarial
network (GAN) is an efficient way to relieve this dilemma.
However, existing methods do not consider how to keep identity
information and filter the noise of the generated auxiliary samples
during Re-ID training. In this paper, we propose object quality
guided feature fusion network for person re-identification, which
consists of a self-supervised object quality estimation module
and a feature fusion module. Specifically, the former evaluates
the quality of the auxiliary data to filter the noise and the
disturbing features, while the later accomplishes the feature
fusion based on object quality estimation in the collection-to-
collection recognition manner to make full use of auxiliary data.
Extensive performance analysis and experiments are conducted
on two benchmark datasets (Market-1501 and DukeMTMC-
reID) to show that our proposed approach outperforms or shows
comparable results to the existing best performed methods.

Index Terms—person re-identification, feature fusion, quality
estimation, data augmentation

I. INTRODUCTION

Person re-identification (Re-ID) is an essential and demand-

ing task in computer vision. Given a query person of interest,

the fundamental Re-ID problem is to identify whether this

person has appeared in another place at a distinct time across

camera views [1], [2].

Person Re-ID is a fundamental challenging task due to

conflicts between large variations of samples and the limited

scale of training sets. And data augmentation [3]–[5] based on

generative adversarial network (GAN) is an efficient way to

relieve this dilemma. It considers the demand for large data

volume and diversity in deep learning-based person Re-ID and

generates auxiliary samples (pose transfer or style transfer) for

training with GAN. However, GANs aim to generate images

that look realistic. As shown in Fig. 1, it is easy to mix various

appearance features and disturbing noise into the generated

samples, which is destructive to the performance of person

Re-ID.

Existing methods deal with this problem in two ways [6]–[8]

of retaining identity information as much as possible during

generative adversarial training and optimizing the model with

* Corresponding Author.

(a) (b)

Fig. 1. Examples of the real images and the generated images (pose transfer
images). (a) are the real images. (b) denote the generated images which contain
noise and disturbing features.

label smooth regularization during Re-ID training. These two

ways do not consider how to keep identity information and

filter the noise of the generated samples during Re-ID training.

And we argue that existing person re-identification methods

based on data augmentation do not make full use of the

auxiliary data.

In this paper, we consider that the key to make full use

of the generated samples (pose transferred) lies in two ways:

(1) fusing the features of the real images and the generated

auxiliary data; (2) filtering the noise and the disturbing fea-

tures, which would contain some information from pedestrians

in different identities. In consequence, we propose object

quality estimation guided feature fusion network for person

re-identification. It consists of a self-supervised object quality

estimation module and a feature fusion module. The former

proposes to filter the noise and the disturbing features in the

pose transferred images based on object quality estimation.

And the later aims to fuse the features of the real images and

the pose transferred images based on object quality estimation

in collection-to-collection recognition manner.

Specifically, we propose a self-supervised object quality

estimation module to evaluate the quality for filtering the noise

and the disturbing features in the generated samples. It can

assign different weights to the features of the auxiliary data. In

detail, the dimension of high-quality features will be assigned
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Fig. 2. Outline of our proposed feature fusion network based on object quality estimation. We consider to extract features of the same person in different
poses for fusion and introduce a self-supervised object quality estimation to assign different weights to the features of the auxiliary data, which can filter the
noise and the disturbing features.

higher weights than those low-quality features. In addition,

we propose a feature fusion network based on object quality

estimation in collection-to-collection recognition manner to

make full use of the auxiliary data. It aims at fusing the

features of images in different poses to alleviate the problem

of misalignment. And we introduce a novel data sampling

strategy to accomplish the collection-to-collection recognition.

In summary, our contributions can be summarized into three

aspects as follows:
(1) we propose a self-supervised object quality estimation

module to assign different weights to the features of the aux-

iliary data. The module can filter the noise and the disturbing

features for driving feature fusion;
(2) we propose a feature fusion network based on object

quality estimation in collection-to-collection recognition man-

ner to fuse the features of the real images and the generated

auxiliary data (pose transferred images);
(3) Extensive performance analysis and experiments are

conducted on two benchmark datasets to show that our pro-

posed approach outperforms or shows comparable results to

the existing best performed methods.

II. METHODOLOGY

In this section, we propose our object quality guided feature

fusion for person re-identification. We first introduce our self-

supervised object quality estimation module. And then we

briefly describe the proposed feature fusion network based on

object quality estimation in collection-to-collection recogni-

tion manner.

A. Self-Supervised Object Quality Estimation
In this paper, our approach aims to make full use of the

generated auxiliary in the manner of feature fusion. The

quality of the pose transferred images is uneven, there are

lots of pool-quality samples. The noise in the low-quality

images is the key factor that prevents us from improving the

feature discrimination. The feature discrimination ability after

fusion is insufficient. Therefore, we propose a self-supervised

object quality estimation module to describe the importance

of features for filtering the noise.
During training, existing methods usually utilize the classi-

cal Euclidean distance and cosine distance to measure the like-

lihood that two images belong to the same person. Euclidean

distance calculates the sum of the squares of the difference be-

tween the features of each dimension and calculates the square

root of the arithmetic. Cosine distance computes the cosine

of the angle between two feature vectors in a special space.

However, they do not consider the quality of the features. In

this paper, during feature fusion, we consider to obtain the

quality score of each image. Therefore, during distance metric,

we desire that the dimensions of high-quality features obtain

higher weight. In addition, during person search, images which

contain lots of noise may lead to false matches. Specifically,

the distance person images in different identities which are

blurry may be less. We consider to add penalties for poor

quality images. Based on the above discussion, in this paper

we propose a distance measure function driven by quality

scores, which is expressed as:

D =

K∑
k=1

( (
f i
k − f j

k

)
(qik)

2
+
(
qjk
)2 + log

((
qik

)2
+
(
qjk

)2)
+ c

)
(1)

K denotes the dimension of the feature, which is usually 1024

or 2048. c is a constant value. qik and qjk are quality scores.

And we use the reciprocal of the quality scores as the weight.

The higher the quality score in the dimension, the lower the

qik(q
j
k). At this moment, the confidence is superior. In other

words, this dimension has a higher weight. In addition, to

alleviate the mismatching problem, we add a penalty term in

our loss function. If the quality of two images to be measured

are low, this term results in a large penalty value to increase

the distance.

After feature fusion, we desire that the fused features

have good discrimination. Therefore, based on the proposed

sampling strategy above, we utilize the classical triplet loss to

optimize the model. FaceNet propose the triplet loss which

has been proven that it is critical for fast convergence. It

engages in that a pedestrian image of a specific identity

should be closer to all other person images from the same

identity than it is to any person image from any other

identity. Specifically, given an image xa
i (anchor), choosing

the hardest positive pedestrian image xp
i such that argmax

‖f (xa
i )− f (xp

i )‖22 and the hardest negative image xn
i such that

argmin ‖f (xa
i )− f (xn

i )‖22 similarly, where f (x) denotes the
feature of image x. To avoid model collapse, FaceNet replaces
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the hardest negative images with semi-hard samples such that

‖f (xa
i )− f (xp

i )‖22 < ‖f (xa
i )− f (xn

i )‖22 .
Triple loss function takes into account not only the abso-

lute distance between positive (negative) samples and anchor,

but also the relative distance between positive and negative

samples. When training with it, the network can learn the

commonalities between samples in the same category, as

well as the differences between different identities. Therefore,

during feature fusion, the network tends to retain the features

in higher discrimination, while ignoring the features unrelated

to classification. As the model converges, samples with higher

quality tend to be given higher weights. In this way, a

self-supervised object quality estimation is achieved without

manual annotation and introducing other information into the

training process.

B. Feature Fusion Network based on Collection-to-Collection
Recognition

Annotating large-scale datasets is effective but prohibitively

expensive. Some works based on data augmentation have been

proposed, which aim at generating auxiliary data in different

poses to increase the diversity of images. The key factors that

help us to improve the performance are the manner of the

generated image usage. In this paper, we propose a feature

fusion network based on collection-to-collection recognition to

make full use of the auxiliary data generated (pose transferred).

It aims at fusing the features of images in different poses to

alleviate the problem of misalignment.

Pose variations commonly produce severe misalignment

between pedestrian images. The results of distance cannot ac-

curately express the similarity of the images in quite different

poses. To deal with this issue, we propose a novel feature

fusion network based on collection-to-collection recognition to

use the features of the real images and the generated auxiliary

data diversity.

Misalignment will produce an inaccurate similarity mea-

surement. Therefore, we extract features of the same person in

different poses for fusion to accomplish distance metric based

on collection-to-collection recognition. Examples of two kinds

of similarity measurement are shown in Fig. 3. The upper is

the original similarity measurement, which extracts feature of

each image separately to calculate the Euclidean distance or

cosine distance. It cannot describe the similarity of pedestrians

accurately due to pose variations. The bottom denotes the

distance metric based on collection-to-collection recognition.

The images in the blue border are real and the ones in the

red border are the pose transferred images (auxiliary data).

We extract the features of the real images and the auxiliary

data in different poses respectively for fusing to improve the

discrimination of the features and then calculate the similarity.

Based on the above discussion, we propose a novel feature

fusion network to alleviate the misalignment problem. As

shown in Fig. 1, the quality of the pose transferred images is

uneven. Therefore, we design a feature fusion network, which

aims to estimate the quality of each fake image and fuses the

features of different images in the same identity. The overall

Similarity Measurement

Similarity Measurement

Fig. 3. Comparison of two kinds of similarity measurement. The upper is the
original similarity measurement and the bottom denotes the distance metric
based on collection-to-collection recognition.

framework is shown in Fig. 2. We consider that the pose

transferred images contain noise. It makes the importance of

each dimension feature different. To alleviate the problem, we

propose a quality estimation module to describe the confidence

for assigning different weights to the features of the auxiliary

data to filter the noise and the disturbing features. The features

after processing are then fused with the features of real images

to improve the discrimination and alleviate the misalignment

problem.

In addition, to accomplish the collection-to-collection recog-

nition in feature fusion network, we design a data sampling

strategy correspondingly based on triplet loss. During training,

each batch contains 64 images from 4 identities, where every

identity represents a pedestrian without duplication.

C. Training Strategy based on Data Augmentation

In this paper, we introduce a feature fusion network based

on collection-to-collection recognition. We aim to fuse the

features in each collection which are from the same identity.

And images in different poses can provide the diversity of

appearance information. Therefore, we select person from

different poses in each collection to alleviate the problem of

large disparity in appearance feature caused by pose change.

We divide the dataset into three subsets of the front, back

and side. For a pedestrian with lack of pose information, we

use generate adversarial network to supplement it for data

augmentation. In the beginning, the performance of the model

is poor. Therefore, the images of each collection are all real in

the early training stage. As the model converges, we increase

the proportion of the auxiliary data gradually. In the beginning

of training, we just utilize the real images. As the model

converges, we increase the number of the pose transferred

samples gradually. Besides, we maintain the diversity of pose

variations in each collection as rich as possible.
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TABLE I
EFFECTIVENESS OF THE PROPOSED APPROACH

Methods
Market-1501 DukeMTMC-reID
Rank-1 mAP Rank-1 mAP

Baseline [10] 94.1 85.7 86.2 75.9
+Auxiliary Data 94.3 86.0 87.1 76.0
+Feature Fusion 94.9 86.5 87.8 76.5

+Quality Estimation 95.8 88.5 90.4 78.5

III. EVALUATION AND ANALYSIS

We evaluate our proposed approach following standard

experimental protocols on Market-1501 [2] and DukeMTMC-

reID [9]. We provide comparisons to the state-of-the-art meth-

ods and perform ablation studies to verify the effectiveness.

A. Dataset Descriptions and Implementation Details

Market-1501 [2] contains 32668 labeled images of 1501

identities from 6 camera views. DukeMTMC-reID [9] contains

36411 labeled images of 1404 identities, which captured from

8 camera views. We implement our approach using Pytorch.

Recently, a strong baseline is developed, it has achieved state-

of-the-art performance on several public datasets. Therefore,

we adopt the strong baseline [10] without center loss as our

base network. We train all models utilizing a stochastic gra-

dient descent method. The batch size is 64. The learning rate

is initialized as 0.00035 and we spend 10 epochs increasing it

to 0.0035 linearly. Then, the learning rate is decreased by 0.1

at the 30th epoch and 60th epoch, respectively. There are 150

epochs to train totally. Besides, we train with label smoothing

regularization and triplet loss. The epsilon is set to 0.1 and

0.5 for real and fake images respectively. The input images

are resized to 256×128 pixels and to pad the resized image

10 pixels utilizing zero values. Simultaneously, horizontal flip

each image with 50% probability.

B. Analysis of Contribution Effectiveness

In this section, we first implement a baseline which is

trained using auxiliary data directly without any strategy,

i.e., combining the origin images with auxiliary data directly

to obtain an extended dataset for training. Then we train

the baseline with combinations of feature fusion and object

quality estimation to make full use of the auxiliary data. The

experimental results are shown in TABLE I.

In TABLE I, training with the extended dataset directly,

the model achieves a gain of 0.2% and 0.9% for rank-1

on Market-1501 and DukeMTMC-reID respectively. And our

proposed object quality guided feature fusion network can

achieve higher gains. Specifically, on Market-1501 dataset, our

feature fusion network achieves a gain of 0.8% and 0.8%

for rank-1 and mAP respectively. And with object quality

estimation, we achieve a gain of 0.9% and 2.0% for rank-

1 and mAP further. Similarly, on DukeMTMC-reID dataset,

the proposed feature fusion network achieves a gain of 1.6%

and 0.6% respectively. And with our self-supervised object

quality estimation, the gain is 2.6% and 2.0% for rank-1

(a) (b)

Fig. 4. Comparison of the object quality scores. (a) and (b) denote the quality
scores of the real images and the auxiliary data respectively.

and mAP respectively. Experimental results demonstrate the

effectiveness of our method.

To further verify the effectiveness of the object quality

estimation module, we select two sets of images which are

from the real dataset and the auxiliary data respectively. The

image quality in the left set is better, and the images in the right

set are the pose transferred images, which contain lots of noise

and disturbing features. Then we describe and compare the

quality scores of the two sets, the results are shown in Fig. 4.

In Fig. 4, (a) and (b) describe quality scores of the real images

and the auxiliary images respectively. Intuitively, images in

(a) can provide more information than those in (b). From the

comparison results, the quality scores of real images are lower

than those of auxiliary images. The comparison results in the

figure are basically in line with expectations.

In the early stage of training, we just utilize the real images

to obtain an initial model. And with the model converge, we

add the auxiliary images in the training procedure gradually.

Specially, for some epochs interval, one real image is reduced

and one generated image is added in each collection. And the

difference in the size of the interval also affects the results of

the experiment. We analyze the influence of different intervals

on the model performance. The results are shown in TABLE

II. We choose 1, 3, 5, 10, 15 and 20 epochs as interval.

When the interval is 15 epochs, our approach achieves the

best performance, which the rank-1 accuracy arrives at 96.0%

for Market-1501 and 91.9% for DukeMTMC-reID.

C. Performance Comparison on Public Datasets

In this section, we report the comparison of our approach

with the state-of-the-arts in recent years on Market-1501 and

DukeMTMC-reID. The results are shown in TABLE III.

On each dataset, we acquire competitive results compared

with the state-of-the-art approaches. Specifically, we achieve

a gain of 1.7% and 4.2% in Rank-1 for Market-1501 and

DukeMTMC-reID respectively. In addition, we achieve a gain

of 2.8% and 3.6% in mAP respectively. Our final rank-

1 accuracy arrives at 95.8% for Market-1501 and 90.4%
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TABLE II
THE INFLUENCE OF DIFFERENT INTERVALS WHEN ADD THE AUXILIARY

IMAGES ON THE MODEL PERFORMANCE DURING PERSON

RE-IDENTIFICATION TRAINING

Interval
(Epochs)

Market-1501 DukeMTMC-reID
Rank-1 mAP Rank-1 mAP

1 94.5 86.0 87.8 76.0
3 94.7 86.0 87.8 76.1
5 94.8 86.2 88.1 76.3
10 95.3 87.3 88.5 77.0
15 95.8 88.5 90.4 78.5
20 95.5 88.2 90.1 78.0

TABLE III
COMPARISON WITH STATE-OF-THE-ART ON MARKET-1501 AND

DUKEMTMC-REID. BEST AND SECOND BEST RESULTS ARE COLORED

WITH RED AND BLUE RESPECTIVELY.

Methods
Market-1501 DukeMTMC-reID
Rank-1 mAP Rank-1 mAP

BoW+kissme [2] 44.4 20.8 25.1 12.1
IDE [11] 72.5 46.0 65.2 45.0
LSRO [9] 84.0 66.1 67.7 47.1
PT [12] 87.7 68.9 78.5 56.9

PN-GAN [6] 89.4 72.6 73.6 53.2
Camstyle [7] 89.5 71.6 78.3 57.6
FD-GAN [8] 90.5 77.7 80.0 64.5
VPM [13] 93.0 80.8 83.6 72.6
CtF [14] 93.7 84.9 87.6 74.8

FSAM [15] 94.6 85.6 86.4 75.7
DG-net [5] 94.8 86.0 86.6 74.8
GPS [16] 95.2 87.8 88.2 78.7
SCSN [17] 95.7 88.5 90.1 79.0

Base1ine [10] 94.1 85.7 86.2 75.9
OursOursOurs 95.8 88.5 90.4 78.5

for DukeMTMC-reID. Experimental results show that the

proposed feature fusion network can make full use of the

auxiliary data generated with pose transferred model to obtain

discriminative features, and our introduced self-supervised

object quality estimation module can filter the noise.

IV. CONCLUSIONS

In this paper, we propose object quality guided feature

fusion for person re-identification. We first introduce a self-

supervised object quality estimation module to estimate the

quality of the auxiliary images. It can assign higher weight

for the effective feature to filter the noise and the disturbing

features generated with pose transferred model. Based on it

we propose a novel feature fusion network. We propose a

novel data sampling strategy to accomplish feature fusion in a

collection-to-collection recognition manner for making full use

of the auxiliary images. We demonstrate that our approach can

effectively make full use of the auxiliary data significantly out-

performs the existing state-of-the-art methods on two widely

used public datasets (Market-1501 and DukeMTMC-reID).
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