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ABSTRACT

With growing number of high quality 3D models published
online, the technique of generating efficient and economical
3D model previews has raised increasing concerns. Although
several previous work has been done on the preview of stat-
ic mesh, that of animated mesh is different and more complex
due to the difficulty in describing the animation. In this paper,
we present a novel method of automatic preview generation
for 3D mesh animation. A new measure named inter-frame
surface saliency, which evaluates both inter-frame motions
and surface saliency in each frame, is introduced. Given an
animated mesh, an energy function combining this measure
and camera smoothness is constructed for the representative
viewpoints selection in key frames, and then an optimal cam-
era path is generated. Finally, a brief but informative preview
could be created by moving the camera along this path with
frame rate control.

Index Terms— mesh animation preview, inter-frame sur-
face saliency, camera path generation

1. INTRODUCTION

With the development of 3D modeling and animation tech-
niques, as well as the computer hardware, the amount of high
quality 3D static/animated models is increasing at a relatively
high rate. Today there have been more and more online data
publishers for 3D models, such as TurboSquid, The3DStudio
and Berkeley MHAD, which allow users to download mod-
els or animation datas for academic or commercial purposes.
An efficient and economical 3D static/animated models pre-
view technique is usually needed to give the user a general
understanding before download, due to the growing data size
of 3D models. Many works have been done on preview of
3D static model, however that of animated model is different
and more complex due to the difficulty of creating a brief but
informative description of the animation.
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Similar to the preview of static model, there are main-
ly two kinds of methods to preview models, image-based and
video-based. The idea of image-based method is using a set of
images taken from different representative viewpoints around
a 3D model to help users understand it [1, 2, 3, 4]. The video-
based method is to preview the model through a video gener-
ated from a selected camera path [5, 6, 7, 8, 9]. Comparing
to the image-based method, the video-based one gives a bet-
ter view of the continuous dynamic changes of the animated
models, resulting a better understanding of the animation.

To the best of our knowledge, most of the image-based
and video-based methods work on static models, few work-
s have been done on mesh animation preview before. Han
et al. [5] proposed a method to generate automatic preview
video of mesh sequences by adopting Dijkstra’s algorithm
which considering both of information quantity and camer-
a travel distance. However, Han et al.’s method considered
only the information quality from the static models’ point of
view without taking the significance of motion into accoun-
t. Moreover, this method is actually an image-based strategy
that only selects a fixed viewpoint for each frame and there-
fore cannot generate a real smooth preview video.

In this paper, we present a novel method of automatic
preview video generation for 3D mesh animations. A new
measure, namely inter-frame surface saliency, which contain-
s both of motion information between frames and surface
saliency in each frame is introduced. To generate a brief but
informative description of the animation sequences, some key
frames of the animated mesh are firstly selected. An ener-
gy function of both inter-frame surface saliency and camera
smoothness is constructed for computing the representative
viewpoints, and an optimal camera path is then generated. Fi-
nally, a brief preview video is created by moving the camera
along this path with frame rate control.

The rest of this paper is organized as follows. In Sec-
tion 2, we present the preprocessing steps of viewpoint se-
lection called motion analysis and the definition of our new
measure. The algorithm of optimal camera path generation is
presented in Section 3. The evaluation of experiment results
on several models are presented in Section 4 and followed by
a conclusion and expectation in Section 5.



Fig. 1. Segmentation using the transformation matrices. First row: on successive frames before key frame extraction. Second
row: on extracted successive key frames.

2. VIEWPOINT SELECTION METRIC

Previous researches about preview are mainly aimed at stat-
ic meshes. Only a few method could directly work on mesh
animations [5] but still does not take into account the mo-
tion information generating between frames. In this paper we
propose a new measure called inter-frame surface saliency to
evaluate the viewpoints taking into account both motion in-
formation and static surface information.

2.1. Motion analysis

In order to generate the preview of a mesh animation, analyz-
ing and evaluating its motions is the foremost procedure. For
this purpose, we employ a method inspired by Arcila et al.’s
research [10, 11] to segment the mesh in each frame of an ani-
mation into several parts according to the motions. The inter-
frame surface saliency computation are implemented based
on the segmentation.

According to Arcila et al.’s research [10], the variable
segmentation can display the different motion information at
each time step, and the variable segmentation is defined be-
low: Given a mesh sequence MS = {M t, t ∈ [1, T ]} that
consists of T frames, a variable segmentation is Σv , which is
a set of segmentations Σt = {M t

1, ...,M
t
kt
} of each mesh M t

of the sequence MS such that the number k of sub-meshes is
possibly different for all segmentations.

There are three steps to obtain the variable segmentation.
First, the motion of each vertex vtj of M t is estimated by using
Horn’s method [12]. This method can estimate the best rigid
transformations of the segments between two frames. Several
4×4 matrices which describe the transformations are also ob-
tained. Then neighboring segments that present similar mo-
tions are merged. After that a spectral clustering approach is
used to refine the segmentation to the final segmentation Σt.

After the transformation matrices are obtained, we can use
them to divide the mesh sequence into many shots and the
key frame of each shot is selected as the most representative
one(see Section 3.1). After the key frame sequence is gener-
ated, the transformation matrices between two key frames are
recalculated. Our estimation of motion importance is main-
ly based on these matrices because they are more robust than
those we get between two successive frames(see Fig. 1).

In order to evaluate the weight of a motion for a certain
motion segment, we can compute the angle φ rotated and dis-
placement υ from the matrix of the segment obtained above.
Then it can be represented by the weight function w, which is
defined as:

w = Aφ+Bυ (1)

where A and B are two tunable positive factors to weight
between rotation and translation. Fig. 2 provides visualiza-
tions of segment weight for one of models used in this paper.

Fig. 2. Two successive frames of a mesh animation. The seg-
ment weights are mapped on the latter(right) frame. Deeper
color implies heavier weight.

2.2. Inter-frame surface saliency

Given a mesh animation MS to preview, we propose to find
a series of corresponding viewpoints P = {pt, t ∈ [1, T ]} at



each of which the camera can acquire more information than
any others per frame. To find the best viewpoint set P , the
crucial step is to structure the measure of viewpoint quality.
Unlike surface saliency of static meshes, in this paper we take
into account both of inter-frame motions and surface saliency
in each frame to define a new measure for preview of mesh
animations called inter-frame surface saliency.

As mentioned in Section 2.1, each segment can be weight-
ed according to its motion between two consecutive frames in
the course of segmentation. We define the inter-frame motion
information as the total weighted visible area of the motion
segments from a certain viewpoint. Thus we can measure the
inter-frame motions using the function as:

E1 =

T∑
t=1

D(M t, pt) (2)

D(M,p) =

∫
f∈Φ⊂F

w(f)dA−
∫
f∈Φp⊂Ωp⊂F

w(f)dA (3)

where w(f) denotes the weight of face f in accordance
with the motion weight w of the segment it belongs to. Other
notation is defined as follows: Ωp is the set of visible faces
from p, Φp the set of visible faces belong to motion part and
F the set of faces of the whole mesh M . It’s obvious that
D(M,p) actually represents the weighted invisible area of the
motion segment. To gain more motion information along a
mesh animation, we should find a set of viewpoints to make
Function (2) reach its minimum.

As motion is just one of the properties of mesh anima-
tion, static surface saliency is also important for preview. The
majority methods for surface saliency of 3D meshes based
only on geometry but not texture or lighting. Among the
many view descriptors(e.g., viewpoint entropy [8], visibili-
ty ratio [13], mesh saliency [14]) assumed to measure the
geometric complexity of the visible surface as viewed from
a point, we employ mean curvature and visual area for the
computation of static surface information since they are the
primary geometric properties of a mesh model.

For each mesh model M t of a mesh animation MS, we
demand to find the viewpoint pt at which the sum of mean
curvature of the visible vertices and the total visual area both
reach the maximum as we simply consider that the larger val-
ue gives the better understanding. Then the energy function
about static surface information is defined as follows:

E2 =
T∑

t=1

(C(M t, pt) + S(M t, pt)) (4)

For the mesh M in each frame, C(M,p) is the measure of
static surface information about mean curvature and S(M,p)
is about visual area:

C(M,p) =

∫
v∈V

c(v)dv −
∫
v∈Ψp⊂V

c(v)dv, (5)

S(M,p) =

∫
f∈F

dA−
∫
f∈Ωp⊂F

dA (6)

where c(v) is the mean curvature of vertex v, Ψp the set of
visible vertices from p, V the set of vertices of the whole mesh
M . Therefore C(M,p) and S(M,p) respectively denotes the
sum of mean curvature of the invisible vertices and the total
area of the invisible faces of mesh M viewed at point p in fact.
We want to minimize Function (4) to acquire the maximal
static surface information.

3. CAMERA PATH GENERATION

With the measure of viewpoint above, an optimal path can be
found along which the camera can generate a preview meeting
the requirements mentioned below:

• Conciseness: the preview should be brief in form but
comprehensive in scope;

• Abundant: the preview must convey maximal informa-
tion to viewers as far as possible;

• Stability: the changes of scene must be visually accept-
able.

3.1. Viewpoint sampling and Key frame extraction

The number of points in space is infinite. On account of
that, we want to sample a representative finite set P in the s-
pace where an animated mesh lies to be candidate viewpoints.
Therefore we adopt subdivision surfaces algorithm to make
the bounding sphere of the animated mesh into several poly-
gons and let the vertices of them be the candidate viewpoints.

As we utilize subdivision surfaces algorithm to sample
viewpoints, there is a certain distance between each pair of
them. If we choose a fixed viewpoint for each frame, the
camera may stop (several successive frames have the same
optimal viewpoint) or swing (each frame has a quite differ-
ent optimal viewpoint) in all probability. Thus key frame ex-
traction has been employed to reduce the frequency of view
changes and ensure no missing important information at the
same time. For mesh animations, key frame implies the more
abundant motion information than others’. We utilize a mo-
tion curve to depict how the sum of the product of each seg-
ment’s area and weight varies over time, then the mesh ani-
mation is divided into several shots using k-means clustering
where k = T

15 . The first frame is considered as the key frame
of the first cluster. For each cluster except the first one, the
frame with highest value on the motion curve stands out as
the key frame(see Fig. 3).



Fig. 3. In two different animations, motion importance varies
over time with key frames marked by red dots. Motion impor-
tance is calculated as the sum of the product of each segment’s
area and weight.

In addition, after the key frame sequence MK =
{Mki , i ∈ [1, T̃ ]}, ki denotes the number of ith key frame, is
generated from an original mesh animation, the motion ma-
trices between two key frames are recalculated to obtain a
more robust estimation of motion weight and the computa-
tion time for inter-frame surface saliency will decrease as the
number of viewpoints be reduced. As a result our goal can
be considered as finding a path covering a set of viewpoints
P̃ = {pki , i ∈ [1, T̃ ]}. The first requirement of conciseness
is satisfied.

Fig. 4. Camera smoothness constraint. The camera moves
from pki to pki−1 .

3.2. Camera smoothness constraint

Given a candidate viewpoint set P , except for measuring
their quality by inter-frame surface saliency, there is another
constraint to choose a representative viewpoint for each key
frame from them: the camera movements along these repre-
sentative viewpoint must be smooth so that the changes of
scene is visually acceptable. We consider this constraint as

the Euclidean distance and rotation angle (see Fig. 4) of the
camera moving between two successive viewpoints:

Ẽ3 =
T̃∑

i=1

P (pki , pki−1) (7)

P (pki , pki−1) =
∥pki − pki−1∥2

R
+

θ

π
(8)

The distance is used to avoid excessive transition of the
camera and the rotation angle θ to avoid swing. Dividing the
distance by the diameters R of the viewpoint sphere is to nor-
malize it and so does the rotation angle. The current view
location has significant impact on the choice of the next one.
We use Function (7) to meet the last requirement because the
smaller the value, the more stable the preview.

3.3. Camera path computation

Since inter-frame surface saliency and camera smoothness
constraint are discussed, the final objective is to find an op-
timal camera path by minimizing the total energy function:

Etotal = αẼ1 + βẼ2 + γẼ3 (9)

We use the same strategy as [5] to solve this problem as
building a weighted graph G whose nodes donate the candi-
date viewpoints and edges the quality of them and then find
the shortest path using Dijkstra’s algorithm. In Function (9),
α, β, γ are three tunable positive impact factors.

Fig. 5. Camera path of a mesh animation. Red lines: view-
points are connected with straight lines. Blue lines: view-
points are connected using spherical splines interpolation.

On account of that we only sample viewpoints in key
frames, those in intermediate frames are interpolated by Shoe-
make’s method [15]. This method is for spherical interpo-
lation using quaternion, cubic spline and spherical Bezier
curves. Camera move along spherical splines on the bounding
sphere of a mesh sequence performs much better than con-
necting the viewpoints in key frames with straight lines in
terms of stability(see Fig. 5).

While camera smoothness constraint and viewpoint inter-
polation satisfy the stability requirement together, inter-frame
surface saliency represented as Ẽ1 and Ẽ2 meet the abundant
requirement. With this, it implies that a optimal camera path
has been generated.



3.4. Frame rate control

Camera speed during two key frames, is determined by the
distance between the viewpoints of the frames and the frame
rate of the mesh animation:

V(i) = pki − pki−1

ki − ki−1
· FPS (10)

The camera should slow down when passing over visually
important shots of the animation, and speed up for uninterest-
ing views. Such a similar work has already been attempted
in preview for static meshes [6], which is derived from Two-
Thirds Power Law [16]. In our case, we assume the frame
rate of the animation depending on the distance between two
key frames, which is:

f(i) = FPS(
1

(ki − ki−1) + r
)

1
3 (11)

where r is a constant offset to compensate for the 0 to 1
normalization of ki − ki−1. Putting r = 1 makes f between
FPS and FPS

3√2
≈ 0.79FPS. The value of FPS is appropri-

ate when the changes in frame rate is not only steady but also
discernible .

4. EVALUATION

In this section, we introduce the experiments results to eval-
uate our method using several mesh animations. We run the
program on a Windows 7 PC with Intel Core2 Duo 3.00GHz
CPU and 3GB RAM. For each animation, 42 viewpoints were
sampled on the sphere per frame and then a graph G com-
posed of T × 42 nodes and T × 42× 42 edges is built, where
T denotes the length of the animation. The first and the last
viewpoints is selected as the one with largest inter-frame sur-
face saliency. The data including the number of vertices and
the faces of the experimental models and the frame number of
their animations is shown in Table 1.

Fig. 6. Camera path of two different mesh animations. Left:
”Handstand”; Right: ”March”.

Because of the subjectivity of visual evaluation, it’s hard
to give fixed values to the parameters in Function (9) for every
model. Thus we just provide default values(α = 0.4, β =
0.4, γ = 0.2) which were determined according to 20 users’
feedback after they used our system to make preview videos

Table 1. Data of several mesh animations for experiments
Index Models Frames Vertices Faces

1 Bouncing 175 10002 20000
2 Handstand 175 10002 20000
3 March 181 10002 20000
4 Samba 174 9971 19938
5 Horse 49 8431 16843

Table 2. Experiment results
Index Key frames Computation time Preview time

1 11 220s 10s
2 11 204s 9s
3 12 272s 11s
4 11 225s 8s
5 3 73s 4s

of 5 models. The experimental results in the form of data
which were obtained by fine-tuning(±0.2) the default values
specifically for different models are shown in Table 2. The
user satisfaction survey revealed that more than 90% users
consider that our system is practical and easy-to-use.

We display the optimal camera path of two animations
called ”Handstand” and ”March” in Fig. 6, which also lo-
cates the viewpoints in the key frames. In order to present our
previews, in Fig. 7, we use the pictures extracted at the key
frames from the previews of these two animations according
to the path shown in Fig. 6. Actually we have tested all the
meshes that appear in this paper, but do not display all of them
due to the space limit. A demo as the supplemental material
can be acquired with this paper for detailed view.

5. CONCLUSION AND FUTURE WORK

In this paper, we present a novel method of automatic pre-
view generation for 3D mesh animation. A new measure,
namely inter-frame surface saliency, which contains both of
motion information between frames and surface saliency in
each frame is introduced. An optimal camera path is gener-
ated by interpolating the representative viewpoints which are
selected in key frames following our new measure and the
camera smoothness constraint. Finally, a brief but informa-
tive preview is created by moving the camera along this path
with frame rate control. In fact, using the inter-frame motion-
s to produce a more logical preview for the mesh animation
have not been considered before.

There are two aspects we want to improve in the future.
To begin with, segmentation in this paper only apply to tem-
porally coherent mesh sequence that has no topology changes.
It is obvious that preview for temporally incoherent mesh se-
quence, which implies varying connectivities as well as topol-



(a) Handstand

(b) March

Fig. 7. Scenes extracted at key frames from the previews of ”Handstand” and ”March”.

ogy, is very meaningful. Moreover, it is great if our method
can be extended to handle scenes with more than one object.
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