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An Avatar Migration Mechanism Based on Cell Buffer
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Abstract Avatar migration which changes the resident server of an avatar is an important issue in
distributed virtual environment. Existing methods for multi-server DVE ( distributed virtual
environment) systems mainly conduct avatar migration according to the relationship between the
avatar s movement and servers region buffer, and the region buffers are fixed. However, regions are
often regulated to balance the load in the latest multrserver DVE technologies. Then affected avatars
have to migrate during the period of region regulation. This avatar migration of dynamic region buffer
needs further study. An avatar migration mechanism based on cell buffer is proposed in this paper,
where each region buffer is composed of a group of cells. Both cell and avatar are assigned to some
status. Avatar migration is induced by two kinds, either avatar movement or region regulation. The
mechanism abstracts the two kinds into a process of four critical conditions of status migration.
Migration operations are devised on the status of avatar and the cell it resides on. In this way, many
avatars can migrate concurrently with efficiency. The attribute update request of an avatar is only put
in its region server s charge, which guarantees the status consistency. Experiments show that the

mechanism can support concurrent migration efficiently, adding a low communication cost.

Key words distributed virtual environment; multrserver; avatar migration; region buffer; area of
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@ Cell, Cell RS Cell,
dir ection message description
INTERCELL; ® Cell,  RS:
MS_CONNECT Connects to its RS.
Ce”’ EXTERCELL. RS” avatar MS_CL OSE Disconnect with its RS.
2) Cell RS Cell MS_RS_CHG  Avatars RS changes.
BufferCell(RSl) RS Cell s MS_BUF_AUPD Send avatar s update to relative RS.
RS . RS: Cell RSL-_} RS; MS_BUF_AM Avatar s record migrates from old
RS to new RS.
RS Cell s RS ;RS - -
wvatar™ RS MC_CONNECT Connects to relative RS
Cell RS: ! MC_CLOSE Disconnect with former relative RS.
RS ,
AOI , RS 1 RS RS, RS
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A RS; ,
, 9(b)

while(true) {

get avatar A s new position;

get avatar A's Cell,;
f(Type(Cell,,)= INTERCELL && Type(Cell,)=
BUFFERCELL)
{//Cl is satisfied
RS; asks A connect to RS;;
RS; build shadow ob ject A
else if( Type(Cell,,)= BUFFERCELL & & Type(Cell,)=
BUFFERCELL)
{// C2 is satisfied
A sends update to RS;;
A recv updates from RS; and RS;; )
else if( Type(Cell,,)= BUFFERCELL & & Type(Cell,)=
EXTERCELL)
{//C3 is satisfied
RS;notice A its changed RS;
RS; is now in charge of A" s update request;
break; }
//C4.11is satisfied
else if( Type(Cell,,)= BUFFERCELL & & Type(Cell,)=
INTERCELL)
RS, asks A to disconnect with RS;:
else// A is inside RS;
RS;is in charge of A;

(a)

w hile( true) {
get avatar A's new position
get A's Cell,;
if(Type(Cell,)= BUFFERCELL & & Type(Cell,)=
BUFFERCELL)
{// C2is satisifed
A send update request to RS;;
A receives updates from RS; and RS;; }
else f(Type(Cell,)= BUFFERCELL & & Type(Cell,)=
INTERCELL)
{// C4.2is satisifed. A from RS;to RS;
RS; asks A vdisconnect with RS;; }
else if (Type(Cell,)= BUFFERCELL & & Type(Cell,)=
EXTERCELL)
{// C3is satisifed. A returns from RS; to RS;
RS;notices A changed RS;
RS; is now in charge of A" s update requests;
break; }
else // migration com pleted and A is inside RS;

RS;isin charge of A;

(b)
Fig. 9 Process of avatar migration. (a) RS; process on
A migration and (b) RS; process on A migration.
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Efficient rum time services are the focus of distributed virtual environment ( DVE) and distributed interactive simulation

(DIS) . From 1999, the team of distributed virtual environment in the key laboratory of virtual reality, Beihang University,

started the work on DVE technologies and rurm time inf rastructure (RTI) implementation. BH RTI? is deemed to enhance the

scalability and persistency and provide efficient ruir time services in large scale distributed simulation and virtual environment.

Much advancement has been achieved in several aspects such as Lol extension to HLA, RTI congestion control, multicast, time

synchronization, etc. Presently BH RTI can support rurmr time services for thousands of federates and tens of thousands of

objects, which is a big step in the scalability of distributed simulation systems. The contribution of this paper is aimed to

improve the efficiency of concurrent avatar migration in multr server DVE systems. This work is supported by the National
Higlr Tech 863 Program of China under No. 2006A A01Z331 and the National Natural Science Foundation of China under No.
60603084.
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